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## 1 Introduction

The determinants of college attendance is a key topic within the economics of education and related social sciences. Much of the focus has been directed towards trying to understand why high-ability students of low socioeconomic status (SES) choose not to attend college. ${ }^{1}$ On top of traditional factors such as parental human capital investments, wealth transfers, and access to credit, the recent literature has established an important role for information frictions and behavioral barriers related to the college and grant application processes. ${ }^{2}$ In addition, a set of recent studies have highlighted the importance of subjective beliefs for college application rates, while others have noted that low-SES students often fail to take advantage of the most competitive college programs they can enter. ${ }^{3}$ Jointly, these studies indicate that the scope and salience of different college opportunities may be important determinants of college choices for low-SES students in particular.

Against this backdrop, this paper investigates the impact of admission opportunities on college choices and completion rates among students with high and low socioeconomic status as measured by parental education. Randomness in opportunities originate from discontinuities within the Swedish scholastic aptitude test (SAT) in a setting where all colleges are required by law to admit at least one third of students purely on the basis of these scores. Achieving a higher SAT score thus entails a marginal but salient expansion of the set of program-college combinations that students can enter, which may affect both if and where they end up enrolling. ${ }^{4}$

In Sweden, many of the factors traditionally identified as determinants of college attendance in general, and for low-SES individuals in particular, are absent. Colleges are tuition-free and financial aid is both universal and generous. Applying to college is straightforward and admission criteria are simple and transparent. Slots at program-college combinations with an excess number of applicants are allocated solely on the basis of high school GPA and SAT scores within a centralized (national) admission system. ${ }^{5}$ Financial aid is administered by the central government through a one-step application system where the only requirement for access to grants and loans is college admission, which is verified automatically. But even in the absence of tuition fees and fully automated application systems, there is a sizeable remaining socioeconomic gap in terms of college enrollment and graduation rates between equally able students. The parental education gap in enrolment and graduation rates corresponds to between two and

[^0]four full deciles in the grade distribution as shown in Figure 1.
We shed new light on origins of these differences by estimating causal responses to expansions of college admission opportunities separately for test takers whose parents are at most high school graduates (low SES) and those with both parents having completed a college education (high SES). To achieve causal identification, we use quasi-random variation in SAT scores that arises when raw scores are converted into reported scores. As shown in Figure 2, reported normalized SAT scores are a step-function of raw scores, allowing us to estimate the causal effects of an incrementally higher score by comparing test takers on either side of a threshold in a sharp regression discontinuity design. The translation matrix mapping raw scores to normalized scores is constructed after the tests are taken, since the distribution of normalized scores is supposed to approximate a truncated normal distribution. The thresholds are therefore unknown at the time of taking the tests. The large number of steps allows us to identify the causal impact of admission opportunities across a wide distribution of initial opportunities and abilities. ${ }^{6}$

We use administrative, population-wide data on raw and normalized scores for all SATs taken during 1994-2006. We link this information to data on parental education and background characteristics such as (pre-college) grades from compulsory school and high school as well as outcome variables measuring college enrollment by field and school, credit production, and graduation.

Starting with the overall patterns, we find that students who by chance receive an incrementally higher SAT score-equivalent to one third of a standard deviation in SAT results-on average are 3 percentage points more likely to be enrolled in college two years after the test. The overall enrollment effect is mirrored by a higher rate of college credit production over 4-5 years after the test. Half of the initial effect on college credits remains in terms of accumulated credits twelve years after the test, and translates into a 3 percentage point higher probability of graduating from college. These effects are strongest for test takers at high thresholds. Remarkably, the extensive margin responses are also visible at the highest threshold which is crossed by less than one percent of all test takers. As these individuals have very attractive college opportunities regardless of the test outcome, we are clearly exploiting variation in the set of possible opportunities and not on the margin of whether or not the student would be admitted anywhere.

The differences in effects in relation to parental background are striking. The long-run educational responses are much larger if parents are at most high school graduates (low SES). These low-SES individuals have a 4 percentage point higher probability of being enrolled within two years and are 3.5 percentage points more likely to have a college degree twelve years later if they receive the higher score. Corresponding numbers for individuals with college-educated parents (high SES) are 1.5 percent (not statistically significant) on initial enrollment and 1.4

[^1]percent on degree probability (also not significant). Instead, high-SES students respond by enrolling in more prestigious colleges and programs, and in that it is mainly timing that is affected, not life-time enrollment.

To help the interpretation of our results, we provide a stylized theoretical framework which mimics our institutional set-up. In the framework, individuals have idiosyncratic valuations of different types of college programs and trade off the best achievable program against the best outside (no college) option. A positive SAT outcome expands the set of possible college opportunities and thus the probability that at least one achievable college option dominates the outside option. The framework suggests that individuals who put a high fixed (that is, regardless of quality) value on college will respond on the intensive margin and enter more competitive programs, whereas individuals who have a low fixed valuation and possibly strong idiosyncratic valuations of educational programs, instead respond on the extensive margin.

The framework naturally excludes the possibility that rational and informed agents increase their enrollment in programs that are attainable even without the expansion of the choice set. These predictions appear valid for high-SES students; a higher score in this group increases enrollment in top institutions and the most competitive fields (law and medicine) and instead reduces their participation at less competitive colleges. In contrast, low-SES students only increase their participation in the less competitive institutions without changing enrollment rates in top colleges or law and medicine. The strong extensive margin response we documented at the highest threshold is also fully explained by the low-SES students. Jointly, these results seem to suggest that low-SES students respond to a higher score by increasing their enrollment in programs that they would be eligible for even without the higher score. Using published data on admission thresholds, we directly study the enrollment response for programs where we are certain that the student would be admitted on both sides of the SAT score threshold. Strikingly, we find that almost all of the enrollment effect for low-SES students are within such ‘always-attainable’ programs.

Our results thus suggest that high-SES students respond to increased admission opportunities by intensive margin adjustments that are consistent with the behavior of rational and informed agents who have a high fixed valuation of college relative to their valuation of an immediate transition to the labor market, and who have a positive marginal valuation of more competitive programs. In contrast, low-SES students primarily respond on the extensive margin relative to programs they are always able to attend. This is inconsistent with our model of rational and informed behavior. We conjecture that the pattern arises because low-SES students are constrained by lack of information or behavioral biases, despite of the streamlined system, and that a higher score provides them with additional incentives to gather information about different aspects of college life in general. A related and possibly reinforcing mechanism is that students may receive additional confidence from the official-that is, normalized-test score. But since test takers also get to see their raw score, as well as the thresholds, they will know if
they are on the margin of a better or worse score. The confidence mechanism could therefore only work if there is an additional effect of the normalization on top of the information provided by the raw score. ${ }^{7}$

Overall, our results suggest that parts of the SES-gap among Swedish top-students documented in Figure 1 arise because low-SES students are constrained by information frictions or behavioral barriers, despite of the streamlined institutions. In particular, it appears that some of our very talented low-SES students need a very large opportunity set in order for them to enter college, even if they in the end do not choose to enter into any of the more competitive options.

The paper is structured as follows. First, we provide an overview of the related literature in Section 1.1. Section 2 provides institutional background, in particular it explains the role of the SAT in Swedish college admissions and introduces our data. Section 3 explains our identification strategy. Section 4 introduces a simple theoretical framework that informs our empirical results, which we present in Section 5. Section 6 concludes.

### 1.1 Related literature

Our study is closely related to the literature on socioeconomic gaps in beliefs and information sets, and how marginal interventions altering these beliefs can affect educational attainment. Hastings et al. (2016) show how beliefs about costs and returns to different college options are related to college choices in Chile. Belfield et al. (2019) and Boneva and Rauh (2019) highlights large socioeconomic gaps in beliefs about non-pecuniary benefits of university education in the UK, which can account for a sizeable proportion of the socioeconomic gaps in students intentions to pursue higher education.

Related experimental studies have found that information, encouragements, simplifications of application processes, and small instant cash rewards have substantial effects on college enrollment of low-SES individuals. Bettinger et al. (2012) showed that helping low-SES parents fill out funding applications had a substantial impact on the rate of applications for college funding in the US. Similarly, Hoxby and Turner (2015) randomly provided students with information about application procedures and costs, as well as no-paperwork application fee waivers, which induced high-achieving low-SES students to increase enrollment at college. Dynarski et al. (2018) randomly provided able low-SES students with a promise of hassle-free tuition waivers at a prestigious US university, finding a large impact on enrollment rates, which more than doubled in response to the intervention. Other papers in this vein include Hoxby and Avery (2013), Marx and Turner (2019a) and Marx and Turner (2019b). See also the survey by French and Oreopoulos (2017). ${ }^{8}$ Although our quasi-experimental variation is very different

[^2]from the interventions discussed in these paper, they share the feature that random alterations in the perceived choice set can have large impacts on college enrollment rates of low-SES students. Whereas these previous studies find that marginal encouragements or reductions in admission frictions induce enrollment, we show that marginal increases in ex ante (but ex post, unused) college opportunities have sizeable effects on college enrollment in a setting where admission frictions are removed by policy design.

In addition, our paper is related to (but distinct from) a large existing literature using admission cutoffs for identification in regression discontinuity designs. An influential recent contribution is Kirkeboen et al. (2016) studying the effects of program choice in Norway. An earlier example is Öckert (2010) who estimates the returns to college using data on applicant pools and cutoff scores in Sweden. ${ }^{9}$

Papers in this literature typically use data on the ranking of applicants to a given program, and are able to estimate the causal effects of admission by comparing individuals who barely made it across the cutoff score required for admission to those who barely missed the same threshold. Due to the local nature of such comparisons, these papers tend to focus on the intensive margin response (choice of program, or type of school) among students with educational preferences across fields or schools. But the approach used in these papers limits the set of possible responses since the randomization occurs after preferences are elicited. Furthermore, lower-ranked options are removed when students are admitted to higher ranked options, at least in the context of national admissions. In contrast, our identification gives rise to quasi-random variation in the set of programs that individuals are eligible for and our treatment-obtaining a higher SAT score-raises admission probabilities across multiple programs, and over multiple admission cycles, thus allowing preferences and beliefs to change in response to opportunities. Our treatment typically occurs before the student applies to college, which has been argued to be an important dividing stage between low-SES and high-SES individuals (Hoxby and Avery, 2013).

Our work is also broadly related to the existing research on the effects of college-relevant test scores. Smith et al. (2017) and Avery et al. (2018) use discontinuities arising from the mapping of raw test scores into reported integer scores to estimate the causal effect of earning college credits in Advanced Placement programs in high school on college choices and completion. Papay et al. (2016) use a similar strategy to estimate the effect of receiving a positive

[^3]performance label on their state-mandated standardized test in high school on college attendance. We share the general empirical context as well as the econometric strategy with these papers, but the treatments differ. Most importantly, as emphasised in these papers, receiving college credits or a positive performance label does not alter college enrollment opportunities. In contrast, individuals receiving a higher SAT score have the opportunity to enroll to a wider set of colleges and programs, and we document positive effects of higher SAT scores on enrollment even among students of very high ability.

Two other related papers study different features of the SAT in the US. Bond et al. (forthcoming) explore how students' college application portfolios change in response to learning about their SAT score. They make use of a policy that induces students to select colleges prior to taking the exam, and show that students update their choices in terms of college selectivity and tuition when receiving information about their SAT performance. Our paper is similar in terms of the intensive margin analysis, but because our treatment happens much earlier in the process, we are also able to detect extensive margin responses. Finally, Goodman et al. (2018) estimate the effects of retaking the SAT on college enrollment. They exploit discontinuities in the probability to retake the exam at multiples of 100 , driven by left-digit bias, to estimate the causal effect of retaking the exam. They find that retaking the exam improves SAT scores and increases the probability to go to four-year colleges, in particular for low-SES students. Also in our setting, passing a SAT threshold reduces the retaking probabilities. In contrast to Goodman et al. (2018), however, passing a SAT threshold in our setting has a direct effect on college enrollment opportunities for all students, irrespective if they retake the exam or not.

## 2 Background

### 2.1 College education in Sweden

To be eligible for college, students in Sweden must complete three years of high school, which follow after nine years of compulsory schooling. When starting college, students either enter into programs or into single-subject courses. Teaching follows a two-term system (fall and spring semesters). Programs typically last 3-5 years. Students are awarded a degree on successful completion of a full program. Single courses are usually one semester long, but can be combined to a full degree. On top of high school completion, programs and courses can have special subject-specific eligibility requirements, such as having completed a sufficiently advanced math course in high school.

College in Sweden is always free of tuition, and to cover living costs there are generous study grants and loans available to all students. Access to such financial support is universal and does not depend on any aspect of family background. Since requirements are few, and enrollment can be verified directly by the funding agency, filing a request for financial support
is very easy. ${ }^{10}$ To continue receiving financial support beyond the first year, the student needs to show adequate progression in terms of credit point production and the number of available terms is capped. Grants are reduced if the student's own earnings exceed a certain threshold during enrollment (Högskoleverket, 2000). During our sample period, the total amount (grant plus loan) received for one year of studies corresponds to about 50-60 percent of a full-time full-year employment at the 10th percentile of the wage distribution.

### 2.2 College admissions

Applicants can apply to many different programs and institutions and admission standards are nationally regulated. Admission to most programs is conducted twice a year by a central agency, with roughly three quarters of places allocated in the fall semester. All programs have a fixed number of slots, and many are oversubscribed. If the number of applicants exceeds the number of slots, candidates are ranked based on high school GPA and SAT scores (details below). In the period studied, applicants with the same formal merits were separated by their preference ordering of the alternative in relation to the other alternatives for which they had applied. Any remaining ties were settled by randomization. By law, colleges are required to fill at least one third of places based on a GPA ranking, and at least one third of places based on an SAT ranking (Edwards et al., 2012). Colleges must decide in advance how many slots are to be filled based on GPA, SAT or other admission instruments (Högskoleverket, 2000). ${ }^{11}$

### 2.3 The Swedish SAT

The Swedish SAT is a standardized, centralized test administered by the Swedish Council for Higher Education, and designed based on the American SAT (Government of Sweden, 2004). Taking the test is not required for college admission, but many students who wish to proceed to college do take the test as it may improve (and cannot reduce) admission opportunities. The test takes place twice each year, in April and October, and there is a small fee to participate. It includes between 120 and 150 multiple-choice questions testing both numerical skills and language skills. The raw score equals the number of questions answered correctly. From the raw score, a twenty-step normalized score is generated which ranges from 0 to 2 in 0.1 increments. One step on the normalized score corresponds to about one third of a standard deviation. For simplicity, we multiple the normalized score by ten to obtain an integer scale from 0 to 20 . Only the normalized score is reported to the admission process. The raw score, however, is reported to the test taker alongside the normalized score and the threshold values.

The normalized score is a step function of the raw score, as illustrated in Figure 2. The cutoffs are determined such that the distribution of the normalized score mimics a truncated

[^4]normal distribution. Since the distribution of raw scores is only known after the exam, the cutoffs are set ex post and thus unknown by the student at the time of taking the test. Thus, even if test takers were able to precisely manipulate their raw scores, they would not know which raw score is required to achieve a given normalized score. It is therefore reasonable to assume that the discontinuities in raw SAT scores induce quasi-random variation in normalized scores. This assumption is also corroborated by our analyses in Section 3.

As mentioned above, Swedish colleges are legally required to fill programs based on both high school GPAs and SAT scores. Applicants are placed in different quota groups depending on their relevant merits, and those in the SAT quota group typically simultaneously compete for places in the GPA quota. Thus, passing a SAT-threshold typically opens up more admission opportunities for applicants with lower high school GPA.

A stylized example for an admission procedure is given in Figure 3. Here, there are eight applicants for five slots. The college assigns the first three places to the top three candidates in the GPA ranking (step 1). It then assigns the two remaining places to the top two remaining candidates in the SAT ranking (step 2). Our empirical strategy generates counter-factual scenarios by essentially randomizing SAT scores via the discontinuities in the raw score. In this example, an SAT score of 17 is sufficient to make the cut. Candidate G's counter-factual of scoring 16 thus would mean the loss of this particular opportunity. Notice however that if candidate B had scored 16 instead of 17 it would not change her opportunities, since her GPA is relatively high and her SAT score was not relevant for admission. Thus, students with a relatively low high school GPA should benefit more from having a higher SAT score, a prediction that is supported by our data. In most of our analysis, we therefore focus on students with a high school GPA below the median among the students near the same SAT threshold. We use data on compulsory school GPA to confirm that the differences in responses we find are due to access to an alternative admission currency (high school GPA) and not due to ability-there are no corresponding differences in responses by compulsory school GPA.

Our empirical strategy will not be based on the cutoffs in an admission pool among applicants. In Figure 3, candidate D is not a valid counter-factual for candidate G , since normalized scores are correlated with many potential confounders, as we document below. The admission cutoff from a ranking based on SAT scores would only give credible identification if there were ties that are randomly broken. Our identification strategy instead uses discontinuities in raw SAT scores to induce quasi-random variation in normalized scores, as seen in Figure 2. As will be evident below, the distinction is important for parts of our results since admission cutoffs removes those options that are lower ranked when a student is admitted to a higher ranked alternative. Thus, if using admission cutoffs, it is impossible to detect if students' college attendance respond to irrelevant alternatives, something which turns out to be important in our setting.

To illustrate how SAT scores matter in practice, we draw on data from the 1999 fall admissions. About 80 percent of enrollment was in oversubscribed programs. Half of all students
enrolled in a program for which an SAT score of 12 or less sufficed to be admitted, and more than 75 percent enrolled in a program with an SAT cutoff score of 14 or less. Anticipating our empirical results, we see the strongest effects on enrollment and graduation at thresholds 15-20. What were the additional opportunities that became available in 1999 with the crossing of one of these higher thresholds? One important margin was field of study: The cutoff SAT score for Medicine at all colleges was the top score of 20 whereas all economics programs were attainable with a score of 19. Another important margin was institution: To enter the Economics \& Business program at Stockholm School of Economics, the cutoff score was 19, while at Umeå University the same program required a score of 14. A third margin was field within institution: At the Royal Institute of Technology, the cutoff scores for Industrial Engineering, Engineering Physics, and Electrical Engineering were 19, 18, and 16, respectively. In sum, students who score at least 14 on the SAT typically have access to a large set (about 75 percent of all slots) of college opportunities. But scoring higher than 14 opens up attractive additional opportunities, in terms of both colleges and programs. More details are presented in the appendix: We show the full distribution of cutoff scores across programs in the fall of 1999 in Figure A1, and provide a list of programs with cutoff scores in the range 14-20 in Table A1.

### 2.4 Data

Our data come from individual-level administrative registers, covering the entire Swedish population, that have been merged by Statistics Sweden. The data include raw and normalized SAT scores from all tests taken; compulsory school (year 9) and high school (year 12) grade point averages (GPAs); information on college enrollment, credit accumulation, and graduation by institution, program, and course; for individuals older than 16, separate information on highest education attained; annual labor income; year and country of birth; identity of parents. Our sample includes tests 1994-2006 and test takers aged 16-30, hence cohorts born between 1963 and 1990.

We report a variety of descriptive patterns in the appendix, which we briefly summarize here. About half of all high school graduates took the test at least once before age 30 among the more recent birth cohorts in our sample ( 1975 or later). Compulsory school grades are strongly positively associated with SAT participation, as are high school grades on their own. But conditional on compulsory school grades, high school performance is a negative-though weak-predictor of test taking. This suggests that typical test takers are able students without very attractive alternative enrolment opportunities (since high school grades are an 'application currency' similar to SAT scores). Furthermore, female, Swedish-born, and high-SES students are more likely to take the test. Positive predictors of test performance include school grades and parental education. Immigrants and female students do substantially worse on the SAT. The latter is particularly surprising given that female students receive systematically grades in
school. This variation in gender gaps is investigated by Graetz and Karimi (2019).

## 3 Empirical strategy

Our data are at the level of person (i) and test ( $j$ ). Crossing score threshold $s$ on test date $j$ is indicated by $D_{i j s}$. The raw score serving as the running variable is denoted by $x_{i j s}$, and it is expressed in deviations from the threshold $s$ (where zero indicates just having crossed the threshold). As our outcomes, denoted by $y_{i j}$, we use various measures of educational choices and performance at different time horizons since taking the test. Following standard practices, our RD specification thus regresses the outcomes $y_{i j}$ on a dummy for crossing a threshold, the running variable, their interaction, as well as test date dummies $\lambda_{j}$ and a set of predetermined controls $\mathbf{w}_{i j}$. The controls include a dummy for female, foreign born, and age at test dummies. They are not required for consistent estimates of the treatment effects $\theta_{s}$, but they potentially increase precision. Formally, we estimate by OLS:

$$
\begin{equation*}
y_{i j}=\theta_{s} D_{i j s}+\beta_{s} x_{i j s}+\gamma_{s} x_{i j s} D_{i j s}+\lambda_{j}+\mathbf{w}_{i j}^{\prime} \delta+\varepsilon_{i j} . \tag{1}
\end{equation*}
$$

For our benchmark specification, we pool observations across all thresholds in the 15-20 interval to improve statistical power (we report non-pooled results in the appendix). When doing so, we estimate the slope of the running variable separately for each threshold and at both sides of the threshold, as well as allowing for separate intercepts at each threshold:

$$
\begin{equation*}
y_{i j}=\theta D_{i j}+\sum_{s=15}^{20}\left[\alpha_{s}+\beta_{s} x_{i j s}+\gamma_{s} x_{i j s} D_{i j s}\right]+\lambda_{j}+\mathbf{w}_{i j}^{\prime} \delta+u_{i j} . \tag{2}
\end{equation*}
$$

Since individuals may be observed repeatedly, both due to repeated test-taking and due to the stacking of thresholds, we cluster standard errors at the level of individuals.

### 3.1 Repeaters

Including all tests, that is, using multiple tests for the same individual, increases statistical power and generalizes the results to the overall population of test takers. However, the probability of repeating is itself affected by the normalized score. Estimating (1) with the probability of ever repeating as the outcome (using only each individual's first test) we find that crossing any of the upper six thresholds, which we focus on in most of our analysis, reduces the probability of repeating. The effect is more pronounced at the highest thresholds, as shown in Figure A3.

Importantly, the parameter $\theta$ retains its causal interpretation even if repeating is endogenous, since crossing a threshold is quasi-randomly assigned among repeaters and non-repeaters alike. However, endogenous repeating means that $\theta$ represents an intention-to-treat rather than an average treatment effect (Cellini et al., 2010). In the extreme, individuals who fail to cross a
given threshold may be certain to achieve the relevant score at the next test opportunity, while individuals who cross at the first try may never repeat. In this scenario, both groups would have the same life-time maximum score, and the crossing of a threshold at the first test would not affect long-run outcomes. The intention-to-treat effect on long-run outcomes would then be zero. However, in our setting, crossing a threshold at the first test has large effects on the maximum life-time score, ranging from 0.5 to 0.75 depending on the threshold. For individuals who do not repeat the test-about half of test takers-the effect equals one by necessity. Dropping these individuals from the estimation, we still see positive, if smaller, effects of a higher score in the first test on the maximum life-time score.

### 3.2 Validity

Identification in any RD-model relies on comparing individuals very close to the threshold. With a discrete running variable, there is a natural limit of how close one can get and we need data further away from the threshold to model the relationship between the outcome and the running variable. In our setting, we can at most move three points away from a given threshold without crossing one of its neighbouring thresholds. We therefore fit lines on either side of the threshold using these three observations. To illustrate the issues we face, and to motivate our preferred solution, we plot the means of enrollment and the compulsory school GPA (a predetermined ability measure) against various transformations of the raw score in Figure 4. The left-side panels are standard binned scatter plots. The need for binning arises because the number of steps on the raw score between two increments of the normalized score varies across thresholds and test dates. The middle panels group the data separately by threshold, including three points on either side of each threshold. These grouped data are our basis for estimation. The right-side panels collapse the data to the level of raw score distance to a threshold. Most of our results are based on such stacked data. The top right panel of Figure 4 may suggest that we could estimate the effect of a higher score by simply comparing the means of an outcome one point to the left and directly at the threshold. However, the bottom right panel shows that predetermined ability (compulsory school GPA) has a small but statistically significant positive association with the raw score at this frequency which translates into a statistically significant jump across the thresholds if we do not use the controls. To eliminate this potential source of bias, we control for the slope of the running variable linearly, separately for each threshold and on each side of a threshold, as in (2).

To test for the validity of our RD design, we estimate (2) with various pre-treatment outcomes on the left-hand side. These include age at test; indicators for female and foreign born; compulsory school GPA and high school GPA; ${ }^{12}$ indicators for parental education (at most high school; at least college educated) and the previous SAT score (for repeaters). Table 1 shows

[^5]that estimated differences in these characteristics around a threshold are of negligible magnitude relative to the means, and statistically insignificant in all cases. In particular, note that the compulsory school GPA now appears to drop by a statistically insignificant 0.002 of a standard deviation (column 4, lower panel). Controlling for the running variable thus eliminates the positive jump we saw in Figure 4.

We also conducted a joint balancing test as follows. We put the crossing of a threshold on the left-hand side of (2), and included all variables considered as outcomes in Table 1 on the right-hand side, while controlling for the running variable as before. The results are supportive of the null hypothesis that all pre-treatment variables have zero effect on the probability of crossing a threshold, once controlling for the running variable (the $p$-value for the full sample is 0.94 and for the upper thresholds it is 0.89 ).

## 4 A model of college choice

Here we present a theoretical model of college choice that assumes rational and informed agents and delivers a baseline interpretation of our empirical findings. The model provides conditions under which students respond on the extensive margin, or on intensive margins such as quality and timing, when the choice set randomly expands. Importantly, we highlight what kind of behavior is ruled out by the model.

Individuals choose from menus of non-college jobs and college programs, indexed by $j$ and $c$, respectively. Each choice has an expected discounted utility $V$. All parameters and values may differ across individuals, but we omit individual subscripts to avoid clutter. ${ }^{13}$ The value of the most attractive of all attainable jobs is denoted by $V^{J} \equiv \max _{j} V^{J}(j)$. Similarly, the value of the most attractive program within the attainable choice set $\left(C_{z}\right)$ is denoted by $V_{z}^{C} \equiv \max _{c}\left\{V^{C}(c): c \in C_{z}\right\}$.

The SAT discontinuities in our empirical application are represented by the 'instrumental variable' $z \in\{0,1\}$, which equals one if a higher SAT score is obtained at a given threshold and zero if the lower score is attained. We use here the conceptual framework of instrumental variables, even though our analysis mainly consists of reduced form results. The framework is useful as it allows us to talk about heterogeneous responses to higher scores in concrete and familiar terms.

The realization of $z$ is positively related to admissions opportunities (the choice set), such that $C_{0} \subseteq C_{1}$. Hence, the utility of the best attainable program is weakly increasing in $z, V_{0}^{C} \leq$ $V_{1}^{C}$.

Individuals who are rational and informed respond in one of the following ways to the realization of $z$ :

[^6]1. If the best program in the expanded set (when $z=1$ ) remains dominated by the best job, $V_{1}^{C} \leq V^{J}$, the individual chooses the labor market regardless of the instrument and is thus an extensive-margin never taker. ${ }^{14}$
2. If the best program in the smaller set (when $z=0$ ) dominates the best job, $V^{J}<V_{0}^{C}$, the individual always chooses a college program and is thus an extensive-margin always taker. These come in two forms:

- If the best choice in the expanded set equals the best choice in the smaller set, $V_{0}^{C}=V_{1}^{C}$, the individual does not respond to the additional opportunities and chooses the same program regardless of the instrument (intensive-margin never taker). Note that the case $V_{0}^{C}=V_{1}^{C}$ also arises if the instrument does not actually provide the individual with additional opportunities $\left(C_{0}=C_{1}\right)$ say because she has an exceptionally high GPA.
- If the best choice in the expanded set is different from the best choice in the smaller set, if $V^{J}<V_{0}^{C}<V_{1}^{C}$, the instrument induces access to a more highly valued, but otherwise unattainable, program and the individual is an intensive-margin complier who chooses another program in response to the instrument.

3. If the best job $V^{J}$ is valued higher than the best choice in the smaller set but lower than the best choice in the expanded set, $V_{0}^{C} \leq V^{J}<V_{1}^{C}$, the individual goes to college with a positive realization, but not otherwise (extensive-margin complier).

The model implies that intensive-margin compliers place a high fixed value on college (relative to work), whereas extensive margin compliers must have a lower fixed valuation, and instead value (perceived) quality sufficiently much to warrant an extensive-margin reaction.

We illustrate the intuition in Figure 5. For simplicity, let colleges vary only along a singledimensional quality index $q$, and let college valuations be linear in quality. The instrument changes the best attainable program from $q_{0}$ to $q_{1}$. We consider three distinct types of individuals with the same ordering of quality and normalize the labor market option to be valued equally at $V^{J}$. Type I (solid line) attaches a high fixed value to college and is thus an extensive-margin always taker, and an intensive-margin complier as long as she places any value on quality. Type II (dashed line) has a low fixed valuation of college, but a high valuation of quality. She values the high-quality program as much as Type I but prefers working to attending a low-quality program and is therefore an extensive-margin complier. Finally, we note that an individual with a low valuation of quality can be an extensive margin complier, but only if she values work and a low-quality program relatively equally (Type III, dash-dotted line).

[^7]This exercise suggests that if, for instance, individuals with well-educated parents have a higher fixed (potentially non-pecuniary) valuation of college, then they will respond more on the intensive, but not extensive, margin (Type I in Figure 5). And if, for instance, individuals with lower educated parents value high-quality programs, but not college in general, then they will be more likely to respond as types II and III in Figure 5.

### 4.1 Repeating

A salient feature of our empirical setting is that students may repeat the SAT. The choice of repeating can easily be incorporated into our framework, which leads to the predictions that individuals are more likely to repeat the test if they have a higher probability of succeeding at the next attempt; if they are more patient; if they face lower costs of preparing for the test; and if they enjoy a higher return to a higher-quality college program over their current option (working or being enrolled in a lower-quality program). Parental education may correlate negatively with discount rates and costs of preparing for the SAT. High-SES students will then be more likely to repeat the test, and will exhibit lower intention-to-treat effects of higher scores for long-run educational attainment. ${ }^{15}$

### 4.2 Beyond the rational and informed

By assuming rational and informed agents our model restricts the set of permissible responses. In particular, the model does not allow a student to respond to a positive draw $(z=1)$ by increasing her participation in a program which already was attainable within the smaller choice set $\left(C_{0}\right)$.

[^8]Observing an increase in participation in such 'always-attainable' programs in response to an expansion of the choice set implies that the agent does not act as if fully rational and informed. As noted in the introduction, these types of behavioral responses are typically associated with low-SES students in the existing literature.

One possibility for such a behavioral response in our setting is if an expanded choice set induces students to acquire more information about content, difficulty, or returns of college programs, which may increase enrolment. Similarly, students may not know which programs they are likely to have access to, and an incrementally higher score may induce them to collect information that allows them to better forecast their admission outcomes. Another alternative is that individuals who are uncertain about their own ability may experience a boost in selfconfidence if crossing a threshold. But since the empirical model controls for the raw scores this only works if confidence is a function of reported (rounded) scores and not of the raw scores directly.

### 4.3 Differences to admissions discontinuities

The model highlights the contrast between our empirical setting and admission cutoffs used by Kirkeboen et al. (2016) and others. These studies rely on a centralized admission system which can be assumed to elicit a truthful reporting of students' preferences across college programs, and which allocates program slots among applicants based on unpredictable grade cutoffs. In such a setting, the instrument will be a dummy variable for being above the cutoff for a given program $c$. The complying population for this instrument are individuals who enroll in program $c$ if the instrument is switched on, and in their next-best program if it is switched off (in practice marginal students with cross-field preferences). This setting provides the researcher with variation in program or field of study in isolation. This is crucial for estimating the economic returns to field of study, and for informing policies that change the number of slots in given programs or fields.

In contrast, studying variation in enrollment opportunities arising from SAT-discontinuities allows us to unravel a large set of adjustments in terms of educational choices and outcomes. For example, our strategy allows us to identify effects on college participation that arise if expanded opportunities really do increase the likelihood of participating in 'always-attainable' programs as discussed above. This is not possible with admissions discontinuities since the option of participating in the lower-ranked program is removed when accepted at a higherranked program within centralised admissions systems. In addition, our strategy allows us to detect adjustments that arise due to increased returns to information-gathering before students rank their choices, a type of insight that cannot be derived at the later (admissions) stage when the ranking has already been submitted.

## 5 The effects of SAT scores on college enrollment and graduation

In this section we present our main results. We first present average effects of obtaining a higher SAT score along with extensive robustness checks, before turning to heterogeneity with respect to parental background.

### 5.1 Average effects

We begin by showing the impact of SAT-scores on enrollment in college for a range of time horizons in Figure 6, top left panel. The results are based on equation (2). For each of the first three years after the test, we find that the probability of being enrolled is increased by 2-3 percentage points for those who obtained a 'randomly' higher score because they just managed to cross a threshold. In the longer run, enrollment rates converges as expected since enrollment rates fade when students leave for the labor market as illustrated in the top right panel. ${ }^{16}$

The increased enrollment rates during the first few years translates into a higher number of accumulated college credits, both in the short and the long run as shown in the bottom left panel. The maximum impact is seen four years after the test, when higher-scoring students have accumulated the equivalent of a quarter of a full-time term in additional credits. In the long-run (twelve years after the test) the effect is about half of this. Thus, a higher SAT score affects both the timing and the incidence of college education. The magnitudes of the estimates are modest, but of clear economic interest; they amount to about five percent of the respective means as shown in the right-side panels. ${ }^{17}$

For completeness, Figure 6 also displays the estimated effects on enrolling and accumulated credits in the year prior to taking the test. Reassuringly, the point estimates are small and statistically indistinguishable from zero. Note that the time-zero effect is positive for credits because the SAT data are by term, while credits are only measured over the full academic year in our data. (See Section 3 above for additional check on the validity using other predetermined variables.)

In Table 2 (Panel A, columns 1, 2, and 3), we summarize the key insights from figure 6 by presenting the impact on enrollment after two years and the impact on accumulated credits

[^9]after two and twelve years. ${ }^{18}$ The table also presents results on graduation rates. We use two different graduation measures: having accumulated at least six term-equivalent credits, which is a necessary condition for obtaining a degree; and having obtained a formal graduation diploma. ${ }^{19}$

A randomly higher SAT score raises graduation rates by more than 2 percentage points. The conclusion is equally true for both of our measures; accumulated sufficient credits (column 4, Panel A) and having obtained a formal degree (column 5, Panel A). ${ }^{20}$

The results presented so far imply that our (high ability) students who are able to enter most competitive programs regardless of the score, respond to a randomly higher score by increasing their participation in higher education. The model of rational and informed agents outlined in the previous section, suggest that this response should come from increased participation in competitive programs. Thus, we next explore the effects of a higher score on college quality, as well as on entering and completing educations within highly competitive fields. We rank institutions into 'top-5', 'top-10', and 'outside top-10' institutions according to the admitted students' average high school GPAs. Overall, the 'top-10' institutions cater to half of the students in our sample. We also show separate estimates for enrolling in a law or medical program (both are long undergraduate programs in Sweden), which are the top-ranking fields in terms of students' high school GPA.

Overall, our results on quality presented in Panel A of Table 3 suggest that a randomly higher SAT scores shift students toward better institutions and programs, as expected from the stylized model. A higher SAT score positively affects enrollment in higher-quality institutions (columns 1-2) as well as in law or medical programs (column 4). In contrast, there appears to be no effect on enrolling in a lower ranked institution (column 3). In the long run, a higher score seems to only have a statistically significant effect on the probability of graduation from a top-10 institution. This effect is quantitatively meaningful at eight percent of the mean (column 6). The effect on obtaining a law or medical degree also appears sizable at eight percent of the mean, but it is imprecisely estimated.

### 5.1.1 Robustness checks

Here we report an extensive set of robustness checks, all of which can be found in the appendix.

[^10]First, we discuss the role of our restriction to only include those with a high school GPA below the median at each threshold. It is illustrative to first focus entirely on individuals with a high school GPA above the local median, i.e., the mirror of our main sample. In this group, we find effects on enrollment, sufficient credits, and holding a degree to be small and statistically insignificant. This heterogeneity by local GPA is clearly consistent with the nature of the Swedish admission process since a higher SAT score for this group leaves their admission opportunities unaffected due to the substitutability between high school GPA and SAT scores as discussed in Section 2 and as formalized by the model in Section 4. If we estimate the models on the full sample of students, we find, as expected, effects on enrollment after two years and on the probability of having sufficient credits or obtaining a degree twelve years after the test that are smaller than in the main analysis sample; but estimates remain statistically significant.

A potential concern may be, however, that the results are instead indicative of heterogeneity by general ability. As a direct test of this hypothesis, we split the sample by compulsory school GPA instead since this is a pure ability measure without the competing 'application currency' aspect of high school GPA. We do not find heterogeneous effects here, suggesting that the high school GPA split mainly picks up substitutability between application currencies, and not heterogeneity due to general ability. (See Table A5 for the splits by HSGPA and CSGPA, and A5 for a replication of 6 with the addition of results for the full sample.)

A further set of robustness checks-focusing on our main outcomes of enrollment, sufficient credits, and graduation-include restricting the sample to a balanced panel; to first tests; and to individuals who are close to a threshold that is sufficiently high so that crossing it would improve on their previous score (including all first tests by construction). Across these different sample definitions, the results are very similar. The only exception is that we do not find any statistically significant effect on the graduation outcome among first-time takers, but these estimates are imprecise. ${ }^{21}$ (See Figure A6.)

For the three main outcomes we also estimated equation (1) separately by threshold. While there appear to be positive effects even at some lower thresholds, the largest effects are concentrated at the upper thresholds. Remarkably, there is a persistent positive effect on graduation even from crossing the very highest threshold. This is remarkable because the local alternative-a score of 19 -provides access to almost all possible choices. This means that a non-trivial fraction of students prefer not going to college to this wide set of alternatives, but prefer going to college if they can chose from an even wider set. We return to this finding, and in particular heterogeneity by SES, in Section 5.3 below. (Results for individual thresholds are shown in Figures A7, A8, and A9.)

[^11]
### 5.2 Heterogeneity by parental background

We now turn how the effects vary with parental background. To this end, we revisit Table 2 where Panel B reports effects of higher SAT scores on the extensive margins of enrollment, credits and graduation for students whose parents are at most high school educated (low-SES). The estimates suggest that these extensive margin responses are much larger among low-SES students than in the overall sample (Panel A). The estimated impact on enrollment is 4.3 percentage points (instead of 2.9 in the full sample) whereas the impact on long-run credit accumulation is 0.3 (instead if 0.1 ) and graduation twelve years after the test is 3.5 percentage points (instead of 2.9). The effects for low-SES individuals are even more sizeable ( $5-10$ percent) if compared to the mean outcomes as these tend to be lower than average for this group.

Panel C shows effects for individuals with highly educated parents-college or above (high SES). Short-run effects on enrollment and credits appear positive, but are small and imprecisely estimated (columns 1-2). The probability of enrollment increases by about 1.5 percentage points as a result of crossing a threshold, which is less than half of the impact for low-SES students. Similarly, the effect on the long-run graduation probability for this group is only about 1.5 percentage points, which, however, is estimated even more imprecisely (column 5). The effect on cumulative credits is actually negative and statistically significant for high-SES individuals (columns 3). A potential explanation, consistent with results presented in the next sub-section, could be that high-SES students who miss out on a higher score study something else until they gain access to their preferred program in later admissions, and therefore accumulate more credits.

To sum up, among low-SES students, crossing a threshold has sizeable effects on longrun credit accumulation and the probability of holding a degree, with 95-percent confidence intervals clearly excluding zero in each case. In contrast, among high-SES students these effects are estimated to be much smaller, and indistinguishable from zero by conventional statistical criteria. The difference across the two groups is statistically significant at the 5 or 1 percent level (see the table foot) in the case of short-run credits and sufficient credits for a degree, and at the 10 percent-level for short-run enrollment. For formal degrees and cumulative credits in the long run, estimates are noisier and differences are therefore not statistically significant at conventional levels.

The relatively large responses on the external margins among the low-SES students is what we should expect if they have a low valuation of college in general, but a high valuation of quality. However, when we revisit the relationship to our quality indicators in Table 3, a very different picture emerges. The results show that even though students with low-educated parents are more likely to respond on the overall enrollment margins, they are in fact not more likely to enter a top-5 institution, nor a law or medical program, if obtaining a higher SAT score. Instead, they are are more likely to enter, and graduate from, institutions outside of the very
top (columns 1-2, 4; column 3). Thus, these results do not indicate that low-SES students value quality more than others. ${ }^{22}$ This is in sharp contrast to high-SES students, as seen in panel C. For them, a higher score positively affects the probability of enrolling in a high quality institution or program (columns 1-2, 4), but it negatively affects the probability of enrolling in a lower quality institution (column 3). This is the expected response of rational and informed students who have a high relative valuation of college, and some (possibly high) valuation of quality. None of the graduation outcomes appear to be affected (columns 5-8; admittedly, these estimates are imprecise). Thus, higher SAT scores among high-SES students appear to affect the intensive margins of college quality and timing of enrolment, but not the extensive margin.

Before probing deeper into potential explanations for this heterogeneity we first rule out a mechanical explanation related to the pooling of thresholds: Effects may be heterogeneous across thresholds, and low-SES test takers may be under-represented at the higher thresholds (and over-represented at lower ones). In fact, this turns out not to be a viable explanation for three reasons. First, there are no clear patterns of heterogeneity by threshold across the upper thresholds, with extensive margin effects even at the highest threshold (see Section 5.1.1). Second, the effects of crossing the highest threshold exhibit a very similar pattern of heterogeneity by parental education as the results from pooled specifications-see more on this in the next sub-section. Third, we re-estimated the specifications reported in Tables 2 and 3 on re-weighted samples in which the distribution across thresholds is weighted to be exactly the same for each parental education group as in the full sample. This does not alter the main results (see Tables A6 and A7).

### 5.3 Behavior beyond the rational and informed

The finding of such a large extensive margin response by low SES students is quite surprising. In particular, since the reason seems to be that a higher SAT score among low-SES students primarily tend to increase enrollment at institutions that falls outside of the top 10, but not in the more competitive colleges or fields. To make this point even more forcefully, it is useful to zoom in on the uppermost threshold, which is crossed by less than 1 percent of test-takers. Achieving the highest possible score-as opposed to the second-highest-increases the probability of enrolment by 18 percent of the mean among these extremely talented low-SES students. Furthermore, the probability of having graduated from college twelve years after the test increases by 25 percent in the low-SES sample, whereas for high-SES the corresponding point estimate is negative and very imprecise (see Table A11 for details).

Since almost all programs are attainable with a score of 19 , these results seem to suggest that attaining a higher score may cause some students to increase their enrollment into programs

[^12]that they could have entered even if they had failed to cross the thresholds. To more thoroughly explore this possibility, we use data on actual SAT admission requirements that we could find for the years 1999-2006. We define as a new outcome an indicator for enrolling in any program that one would have had access to regardless of crossing the threshold, again focusing on the six upper thresholds 15-20. For instance, if an individual enrols in a program with a required SAT score of 16 , then this indicator takes value one if she is close to the threshold that separates scores of 17 and 18 . For she would be eligible for the program regardless if the score is 17 or 18 (if scoring 16 she is not guaranteed to be eligible, because of ties). We also define similar outcomes separately for top 10 and top 5 schools.

Table 4 reveals three important findings. First, columns (1)-(3) in Panel A show that crossing one of the upper thresholds has a positive effect on enrolling in 'always-attainable' programs, i.e. programs that the student is eligible for even if failing to cross the threshold. This holds for enrolment at any institution, as well as when focusing on top-10 institutions, but to a lesser extent for top 5 colleges, possibly because there are fewer 'always-attainable' programs there. Second, these effects are very large for low-SES individuals, but indistinguishable from zero for high-SES (columns (1)-(3) in panels B and C). Third, the effects on any enrolment-including where crossing a threshold indeed opens up new opportunities-are very similar in magnitude to the effects on enrolling in 'always-attainable' programs in the case of low-SES individuals (panel B, columns (4)-(5)) implying that most of the responses to a randomly higher SAT score for this group is through increased enrollment in programs where we know that the student is able to enroll with scores from both sides of the threshold.

Thus, overall, the results for individuals whose parents are college-educated remain consistent with our stylized model of how students with a good understanding of their enrolment opportunities should behave, including an understanding of which additional opportunities arise from achieving a higher SAT score. In contrast, the behaviour of individuals whose parents did not attend college do not concur with this model. This seems to suggest that low-SES students optimise under limited information regarding their enrolment opportunities, limited information about the utility of the various programs, or limited information about their own ability. Achieving a higher score may induce them to collect information on which courses they are eligible for, about their own valuation of the programs, or, possibly, that a better score may be perceived as a positive signal of own ability. The last explanation would however require that they themselves draw a stronger signal from the public score beyond what they can infer from the raw score since the students (but not the schools) also see the raw scores.

### 5.4 Other sources of heterogeneous effects

As highlighted above, the overall patterns for low-SES students are difficult to align with a presumption that they are rational and informed. But our theory section discussed some prox-
imate explanations within the framework of the rational and informed that that are interesting in their own right. In particular the model highlights the potential role of costs and benefits of college enrollments, and the role of discount rates and patience for explaining the incidence of repeating. These issues are analyzed in detail below.

### 5.4.1 Costs and benefits of college

An obvious candidate explanation for heterogeneous effects is differences in opportunity costs or the returns to college by socio-economic background (recall that the direct financial costs of college are the same for everyone, given lack of tuition fees and generous, universal financial support).

First, consider opportunity costs. In the simple model of Section 4, individuals are more likely to respond to additional opportunities if their outside option is unattractive. The value of the outside option is partly determined by foregone earnings while in college. We can estimate the monetary opportunity costs of enrolling in college by instrumenting enrollment with the dummy for crossing a threshold. ${ }^{23}$ We predict college enrollment using (2) as the first stage. In the second stage, we use income during the second year after the test as an outcome in (2), and replace the dummy for crossing a threshold with the fitted values for college enrollment. We find that foregone earnings are of similar magnitude among low-SES students as in the full sample (see the more detailed discussion in the appendix, and Table A1). ${ }^{24}$

Foregone earnings while in college are of course only part of the life-time earnings comparison that enrollment decisions are based on. Thus, we also explore the returns to college, as well as the returns to college quality. We employ a selection-on-observables strategy similar to Dale and Krueger (2002), who estimate the return to college quality by comparing students who applied to and were admitted by the same colleges. ${ }^{25}$

While we do not have data on applications, we proxy admission opportunities by a full set of interactions of high school GPA ventiles and normalized SAT scores (including a separate category for missing SAT scores), motivated by our institutional setting as described in Section 2.2. We thus compare students who had access to the same college programs. We use the compulsory school GPA to assess to what extent this approach succeeds in reducing bias. Our

[^13]sample includes Swedish residents born between 1972-1983, and earnings are measured in 2013.

We estimate a sizeable return to graduating from a top 10 institution-compared to graduating from an institution below the top-10-in the full sample of about ten percent of mean earnings. The additional return to a degree from a top- 5 institution is estimated to be economically and statistically insignificant. The returns to a top-10 degree (as well as to any college) are larger for high-SES than low-SES individuals, while the opposite holds for a top-5 degree (though even among the low-SES, returns to a top-5 degree are very modest at about 1-2 percent of mean earnings). Our selection-on-observables approach eliminates a large part but not all of the CSGPA differences by degree quality, and estimated returns are thus somewhat more modest when controlling for the CSGPA. (See the more detailed discussion in the appendix, and Table A9.)

To sum up, there is no evidence that low-SES students face substantially different opportunity costs of college. While there is some heterogeneity in returns, the pattern is inconsistent with the larger enrolment and graduation effects concerning top- 5 colleges for high-SES than low-SES students documented in Section 5.2. Thus, differences in opportunity costs and returns do not seem to be a viable explanation for the heterogeneous effects of higher SAT scores that we document.

### 5.4.2 The incidence of repeating the SAT

A possible, proximate explanation for heterogeneous effects on the extensive margin by parental education is differences in the incidence of repeating. As argued in Section 3, the possibility of repeating could lead to a zero effect of a higher score in the first test. This would be true in an extreme scenario where individuals who fail to cross a given threshold are certain to achieve the relevant score at the next test opportunity, while individuals who cross at the first try never repeat. In this scenario, both groups would have the same life-time maximum score. We have seen in Section 3 that this extreme scenario does not prevail among the population of test takers. Here we explore whether differences in repeating by parental background could nevertheless explain the heterogeneity in the effects of a higher score.

Recall that, in the model of Section 4, students are more likely to repeat the test (conditional on having failed to cross the threshold at the first opportunity) if they have a higher probability of succeeding; if they are more patient; if they enjoy a higher return to college; or if they face lower costs of preparing for the test. Indeed, we find that high-SES students are more likely to repeat the test, especially if scoring in the upper part of the first-test score distribution; and they are more likely to improve their score, unconditionally and also conditional on repeating the test (see Figure A11). The effect of a higher score on repeating also varies with parental education as expected. The probability of repeating the test declines by 20 percent of the mean for low-

SES students, compared to 15 percent for high-SES. Consequently, the effect of a higher score in the first test on the life-time maximum score is larger for the low-SES: 0.7 points, compared to 0.5 points (see Table A10).

The extensive margin response in enrollment and graduation that we observe for low-SES students could thus be in part due to the SAT score 'sticking' with these students more, since they repeat relatively less often, are less likely to improve their score conditional on repeating, and exhibit larger negative effects-relative to the mean-of a higher score on repeating. HighSES students, on the other hand, are more likely to erase a bad score by repeating and improving. However, the evidence on repeating does not speak to our findings regarding 'always-attainable' programs discussed in Section 5.3.

## 6 Conclusions

In this paper we have explored the causal impact of college admission opportunities on college attendance and graduation. For identification, we use discontinuities generated by aggregation procedures mapping raw scores to normalized reported SAT scores. We find that admission opportunities on average have positive effects on college attendance, which translate into long-run differences in college graduation. The effects arise even at thresholds where most of attractive college educations are available for both winners and losers. The magnitudes are of clear economic interest, about 5 percent of the mean outcome, and the results thus suggest that preferences over schools and fields is a crucial determinant of college attendance.

Our Swedish setting is one where all colleges are tuition free and all students are granted generous financial aid while enrolled. We are therefore able to study how differences in admission opportunities affect college enrollment and graduation for children of high- and loweducated parents without concerns about how these opportunities interact with access to financial support. Our results show that low-SES individuals are responsible for most of the extensive margin responses, whereas high-SES individuals instead respond by adjusting the quality and timing of their college education.

Interpreted through the lens of our stylized theoretical framework, the results suggest that individuals whose parents are college-educated have a high valuation of college relative to market work, but with a preference for more competitive programs. They therefore attend college even if the SAT score is randomly lower, but they enter faster and into more competitive programs if the score is higher. In contrast, the behavior of individuals whose parents did not attend college is not easily understood within a framework of rational and informed agents. The reason is that a higher score primarily tends to increase their enrollment into programs that they could enter even with a lower score. One plausible explanation for this behavior is that these low-SES students make their choices under limited information regarding their enrolment opportunities and/or their subjective valuation of the various programs. Achieving a higher score, which ob-
viously and transparently increases their choice set, may induce them to collect information on the various aspects that affect their subjective valuation of different available programs. A related alternative explanation for why these students may deviate from the rational and informed baseline is if they have limited information about their own ability and that they perceive a better score as a positive ability signal. However, since the students-in contrast to the admission authorities-also receive their raw scores on their report cards, this explanation would require that the students themselves perceive a stronger signal from the public score beyond what they can infer from the raw score.

The fact that we find substantial extensive margin responses sets us apart from the stream of studies using admission cut-offs in national admission systems. This difference in results appears to arise for two interrelated reasons. First, variations around admission cut-offs rules out, by construction, the probability that the admitted students increase their probability of entering a lower-ranked option if being admitted to the higher ranked option (the lower ranked options are mechanically dropped). Second, the impact of admission discontinuities is, again by construction, estimated within the sample of students who have already made their applications. In contrast, our estimates are based on variation that arises at an earlier stage in the decision process and the SAT score can thus affect both if students apply and where they apply, including the option of applying to a low ranked program.

Overall, our results suggest that a partial explanation for the SES enrollment gap among topperforming Swedish students, which we documented in the introduction, are admission-related information frictions and behavioral barriers, despite the streamlined application systems used for both enrollment and funding. It appears that low-SES students require a very broad set of options, or a public-use signal of their own ability, before being willing to take the leap into higher education, even though they are unlikely to actually enter into one of their most competitive options. Our results thus highlight that behavioral barriers and information frictions may cause intergenerational persistence in college graduation even in settings where financial constraints are unlikely to bind, application procedures are simple, and where at least some college programs always have open slots.
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Notes: The sample includes individuals living in Sweden in 2010 who were born between 1968-1975 and who finished compulsory school in Sweden. Enrollment in and graduation from college programs of any length are considered.

Figure 1: Ability, parental education, and college attendance


Figure 2: The relationship between raw and normalized SAT scores

Step 1: Assigning first three places by GPA Step 2: Assigning remaining two places by SAT

| id | GPA | SAT score |
| :---: | :---: | :---: |
| A | 2.2 | 20 |
| B | 1.8 | 17 |
| C | 1.7 | 20 |
| D | 1.5 | 13 |
| E | 0.9 | 19 |
| F | 0.6 | 16 |
| G | 0.4 | 17 |
| H | -0.3 | 9 |


| id | SAT score |
| :---: | :---: |
| E | 19 |
| G | 17 |
| F | 16 |
| D | 13 |
| H | 9 |

Figure 3: A fictitious applicant pool with five available places

## Pr(enrolled)





Compulsory school GPA (z-score)




Notes: Means of enrollment two years after the test and of the compulsory school GPA are plotted against various transformations of the raw SAT score. For the left panels, the raw score was re-scaled such that it equals the normalized score at each score threshold, and

 right panel, the dependent variables are collapsed to the level of the raw score distance to a threshold. Capped bars indicate 95 -percent confidence intervals.
Figure 4: Grouping the data around thresholds, and stacking of thresholds


Notes: Colleges differ by quality $q$, and the instrument (a higher SAT score) changes the best available option from $q_{0}$ to $q_{1} . V_{I}^{C}(q)$ is the value that type I attaches to a college of quality $q$, and similarly for types II and III.

Figure 5: Valuation of different college programs for three different types
$\operatorname{Pr}($ enrolled)


Notes: In the panels titled 'Treatment effects', point estimates (solid) and cluster-robust 95-percent confidence intervals (dashed) from estimating (2) are plotted against years since taking the test. In the panels titled 'Means', means of the dependent variable within the estimation sample are plotted against years since taking the test. Samples are restricted to individuals whose GPA is below the local median. Regressions include indicators for female, foreign born, the test date, and a full set of age-at-test dummies.

Figure 6: The effects of a higher score on enrollment and credits
Table 1: Balancing tests

|  | $(1)$ <br> Age at test | $(2)$ <br> Female | $(3)$ <br> Foreign born | $(4)$ <br> CSGPA | $(5)$ <br> HSGPA | $(6)$ <br> Parents HS | $(7)$ <br> Parents COL | $(8)$ <br> Previous best score |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| All thresholds |  |  |  |  |  |  |  |  |
| Above cutoff | -0.0061 | -0.0015 | 0.00071 | 0.0025 | -0.00082 | 0.0011 | 0.00053 | -0.0074 |
|  | $(0.012)$ | $(0.0018)$ | $(0.00087)$ | $(0.0026)$ | $(0.0031)$ | $(0.0018)$ | $(0.0013)$ | $(0.011)$ |
| Mean of dep. var. | 21.3 | 0.52 | 0.06 | 0.59 | 0.23 | 0.45 | 0.14 | 9.7 |
| Observations | $1,656,816$ | $1,656,816$ | $1,656,816$ | $1,475,124$ | $1,499,439$ | $1,625,853$ | $1,625,853$ | 864,566 |
| Thresholds 15-20 |  |  |  |  |  |  |  |  |
| Above cutoff | 0.023 | 0.0055 | 0.00095 | -0.0024 | -0.0068 | 0.0017 | -0.0030 | -0.020 |
|  | $(0.029)$ | $(0.0043)$ | $(0.0015)$ | $(0.0060)$ | $(0.0078)$ | $(0.0040)$ | $(0.0038)$ | $(0.019)$ |
| Mean of dep. var. | 21.7 | 0.41 | 0.03 | 1.03 | 0.76 | 0.30 | 0.26 | 14.6 |
| Observations | 280,566 | 280,566 | 280,566 | 243,940 | 255,314 | 278,018 | 278,018 | 202,933 |

Notes: Results from stacked RD specifications are shown. Specifications are as in (2), but with pre-determined outcomes, and without controls $\mathbf{w}_{i t}$, some of which instead appear on the left-hand side. The unit of observation is person-test-threshold. Standard errors, clustered by individual, in parentheses.
Table 2: The effects of a higher SAT score on enrollment and graduation

Table 3: Effects on enrollment and graduation by institution and field

|  | Two years after test: enrollment |  |  |  | Twelve years after test: degree |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} (1) \\ \text { Top } 5 \end{gathered}$ | (2) <br> Top 10 | (3) <br> Not top 10 | (4) <br> Law/medicine | $\begin{aligned} & (5) \\ & \text { Top } 5 \end{aligned}$ | $\begin{gathered} (6) \\ \text { Top } 10 \end{gathered}$ | (7) <br> Not top 10 | (8) <br> Law/medicine |
| A. All (parental education observed) |  |  |  |  |  |  |  |  |
| Above cutoff | $\begin{gathered} 1.42 \\ (0.46) \end{gathered}$ | $\begin{gathered} 3.34 \\ (0.60) \end{gathered}$ | $\begin{gathered} -0.44 \\ (0.59) \end{gathered}$ | $\begin{gathered} 1.30 \\ (0.34) \end{gathered}$ | $\begin{gathered} 0.56 \\ (0.57) \end{gathered}$ | $\begin{gathered} 2.70 \\ (0.74) \end{gathered}$ | $\begin{gathered} 0.15 \\ (0.55) \end{gathered}$ | $\begin{gathered} 0.61 \\ (0.41) \end{gathered}$ |
| Mean of dep. var. <br> Obs. (total—person-exam—person) | 15.7 | $\begin{aligned} & 34.2 \\ & 126,54 \end{aligned}$ | $\begin{gathered} 31.9 \\ -93,964 \end{gathered}$ | $9,352^{7.9}$ | 16.8 | $\begin{aligned} & 35.7 \\ & 87,689 . \end{aligned}$ | $\begin{array}{r} 15.0 \\ -63,953 \end{array}$ | $2,402^{7.8}$ |
| B. Parents at most high school educated |  |  |  |  |  |  |  |  |
| Above cutoff | $\begin{gathered} 0.23 \\ (0.70) \end{gathered}$ | $\begin{gathered} 1.88 \\ (0.97) \end{gathered}$ | $\begin{gathered} 2.44 \\ (1.01) \end{gathered}$ | $\begin{gathered} 0.38 \\ (0.49) \end{gathered}$ | $\begin{gathered} 0.15 \\ (0.85) \end{gathered}$ | $\begin{gathered} 2.59 \\ (1.14) \end{gathered}$ | $\begin{gathered} 0.86 \\ (0.93) \end{gathered}$ | $\begin{gathered} 0.36 \\ (0.57) \end{gathered}$ |
| Mean of dep. var. <br> Obs. (total—person-exam—person) | 12.3 | $\begin{aligned} & 29.2 \\ & 44,86 \end{aligned}$ | $\begin{gathered} 34.2 \\ -33,231-2 \end{gathered}$ | $2,908{ }^{5.9}$ | 13.4 | $\begin{aligned} & 30.1 \\ & 33,480 \end{aligned}$ | $\begin{gathered} 17.5 \\ -24,438-1 \end{gathered}$ | 7,459 5.8 |
| C. Both parents hold college degree |  |  |  |  |  |  |  |  |
| Above cutoff | $\begin{gathered} 1.94 \\ (1.11) \end{gathered}$ | $\begin{gathered} 3.79 \\ (1.36) \end{gathered}$ | $\begin{gathered} -2.26 \\ (1.28) \end{gathered}$ | $\begin{gathered} 1.81 \\ (0.87) \end{gathered}$ | $\begin{gathered} 0.18 \\ (1.45) \end{gathered}$ | $\begin{gathered} 1.37 \\ (1.73) \end{gathered}$ | $\begin{aligned} & 0.079 \\ & (1.14) \end{aligned}$ | $\begin{gathered} -0.27 \\ (1.13) \end{gathered}$ |
| Mean of dep. var. <br> Obs. (total—person-exam—person) | 26,102-19,334-10,689 |  |  | ,689 | 23.3 | 17,100-12,433-7,299 |  | ,299 ${ }^{12.1}$ |
| Difference between $B . \& C$. $p$-value of difference | $\begin{gathered} -1.70 \\ 0.19 \end{gathered}$ | $\begin{gathered} -1.91 \\ 0.25 \end{gathered}$ | $\begin{aligned} & 4.70 \\ & 0.00 \end{aligned}$ | $\begin{gathered} -1.44 \\ 0.15 \end{gathered}$ | $\begin{gathered} -0.03 \\ 0.99 \end{gathered}$ | $\begin{aligned} & 1.23 \\ & 0.55 \end{aligned}$ | $\begin{aligned} & 0.78 \\ & 0.60 \end{aligned}$ | $\begin{aligned} & 0.63 \\ & 0.62 \end{aligned}$ |

Notes: Results from estimating (2) are reported. The unit of observation is person-test-threshold. Samples are restricted to individuals whose GPA is below the local median. Regressions include indicators for female, foreign born, the test date, and a full set of age-at-test dummies. Coefficients, standard errors, and means have been multiplied by 100. Standard errors, clustered by individual, in parentheses.
Table 4: Effects on enrollment where eligible regardless

|  | Elig | ven if below |  |  | eligib |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
|  | Enrolled | Top 5 | Top 10 | Enrolled | Top 5 | Top 10 |
| A. All (parental education observed, | 9-2006) |  |  |  |  |  |
| Above cutoff | $\begin{gathered} 1.85 \\ (0.73) \end{gathered}$ | $\begin{gathered} 0.88 \\ (0.43) \end{gathered}$ | $\begin{gathered} 1.49 \\ (0.60) \end{gathered}$ | $\begin{gathered} 3.05 \\ (0.82) \end{gathered}$ | $\begin{gathered} 2.14 \\ (0.63) \end{gathered}$ | $\begin{gathered} 3.39 \\ (0.82) \end{gathered}$ |
| Mean of dep. var. <br> Obs. (total—person-exam—person) | 23.8 | 6.7 | $\begin{aligned} & 14.2 \\ & 68,581 \end{aligned}$ | $\begin{gathered} 65.3 \\ 6,005 \end{gathered}$ | 16.0 | 35.0 |
| B. Parents at most high school educated |  |  |  |  |  |  |
| Above cutoff | $\begin{gathered} 3.69 \\ (1.28) \end{gathered}$ | $\begin{gathered} 1.37 \\ (0.67) \end{gathered}$ | $\begin{gathered} 2.00 \\ (0.98) \end{gathered}$ | $\begin{gathered} 4.75 \\ (1.46) \end{gathered}$ | $\begin{gathered} 1.43 \\ (0.97) \end{gathered}$ | $\begin{gathered} 1.73 \\ (1.37) \end{gathered}$ |
| Mean of dep. var. <br> Obs. (total—person-exam—person) | 24.3 | 5.4 | $\begin{gathered} 12.2 \\ 22,721 \end{gathered}$ | $\begin{gathered} 62.0 \\ 3,063 \end{gathered}$ | 12.1 | 29.8 |
| C. Both parents hold college degree |  |  |  |  |  |  |
| Above cutoff | $\begin{aligned} & 0.087 \\ & (1.54) \end{aligned}$ | $\begin{gathered} -0.0097 \\ (1.03) \end{gathered}$ | $\begin{gathered} -0.69 \\ (1.37) \end{gathered}$ | $\begin{gathered} 0.33 \\ (1.70) \end{gathered}$ | $\begin{gathered} 2.56 \\ (1.48) \end{gathered}$ | $\begin{gathered} 2.77 \\ (1.81) \end{gathered}$ |
| Mean of dep. var. <br> Obs. (total—person-exam—person) | 21.6 | 7.9 | $\begin{aligned} & 15.6 \\ & 14,871 \end{aligned}$ | $\begin{gathered} 69.0 \\ 5,808 \end{gathered}$ | 20.5 | 40.8 |
| Difference between $B . \& C$. | 3.60 | 1.38 | 2.69 | 4.42 | -1.13 | -1.04 |
| $p$-value of difference | 0.07 | 0.26 | 0.11 | 0.05 | 0.52 | 0.65 |

## A1 Descriptive evidence on SAT takers

Here, we briefly discuss a set of descriptive patterns regarding SAT participation and performance as a general background. ${ }^{26}$ The Swedish SAT is not compulsory and it is possible to apply for college using only the high school GPA. Nevertheless, within the most recent cohorts in our data about half of high school graduates take the test at least once before age 30 and a quarter participate more than once. Students typically take the test for the first time in the fall of the year they graduate from high school. It is, however, not uncommon to take the test later on, even for the first time, as is reflected by the age distribution of test takers.

We report predictors of SAT participation in Table A2. As expected, raw correlations between ability measures (compulsory school GPA and high school GPA) and the probability of ever taking the SAT are positive. Notably, however, the high school GPA has two potentially counteracting effects on the incentives to take the test. It is correlated with ability, which should increase the usefulness of the test, but it is also an alternative 'application currency' which should reduce the incentives to take the test (conditional on ability). Along these lines, the impact of high school GPA is found to be negative when we control for compulsory school GPA (which only measures ability, not application currency). Thus, somewhat simplified, the results suggest that the typical test takers are able students without very attractive alternative admission opportunities. Notably, compulsory school GPA remains a very strong predictor of SAT participation even conditional on high school GPA, gender, immigration status, and parental education: a one-standard-deviation increase in the compulsory school GPA is associated with a 20 percentage point increase in the probability of taking the SAT.

The relationships between grades and the probability of repeating the test are similar to those for incidence. Compulsory school GPA (that is, ability) is positively associated with repeating, whereas high school GPA is negatively associated once we condition on compulsory school GPA.

Females are more likely to take the test, but less likely to repeat. Natives and individuals with high-educated parents are more likely to ever take the test and to repeat. These patterns remain (although a bit muted) after controlling for grades. However, after controlling for the SAT score in the first attempt, the association between female and repeating turns positive (we return to the causal effect of a higher score on repeating below).

Turning to the predictors of performance on the SAT, we find large differences related to ability indicators and demographic background. Females and foreign born score worse on the SAT by about 50 and 80 percent of a standard deviation, respectively. As expected, GPAs are positive predictors of SAT performance, and when controlling for the GPAs, as well as parental education, the coefficient on female becomes even more negative. First-time takers and older

[^14]test takers perform worse, although the association with age is positive after controlling for GPA. Controlling for individual fixed effects, first-time takers still do worse, and older test takers do better, both of which are likely to reflect learning.

## A2 The estimation of costs of and returns to college

## A2.1 Costs

Here we provide more detail about the estimation of costs of and returns to college discussed in Section 5.4.1.

We estimate the monetary opportunity costs of enrolling in college by instrumenting enrollment with the dummy for crossing a threshold. We predict college enrollment using (2) as the first stage. In the second stage, we use income during the second year after the test as an outcome in (2), and replace the dummy for crossing a threshold with the fitted values for college enrollment. We also estimate a reduced form where we simply put income on the left-hand side of (2).

We rely on a normalized earnings measure constructed as annual earnings divided by 12 times the monthly minimum wage as proxied by the tenth percentile of the wage distribution. ${ }^{27}$ We refer to this variable as 10th-percentile earnings. The reason for the normalization is the following. Earnings grow over time due to productivity growth and inflation. Many students have zero earnings. Thus, the earnings difference between a young worker earning say the 10thpercentile wage and a student earning zero, increases over time, even if adjusting earnings for inflation. Our normalization helps us circumvent this issue.

Given that earnings are measured over a full calendar year, but enrollment data are by term, we set the enrollment variable equal to zero, one-half, and one if an individual is not enrolled, enrolled for one term, or enrolled for two terms, respectively, during the second year after the test.

Column 1 of Table A8 shows the first-stage results, which are similar to the results in column 1 of Table 2. The reduced form is shown in column 2. We see a drop in 10th-percentile earnings in the full sample and for individuals with low-educated parents as a result of a higher score. There is no effect on the earnings of individuals with high-educated parents-this is not surprising given that the enrollment effect is close to zero for this group. Column 3 in panel A shows that the opportunity cost of enrolling in college for one year amount to half of 10thpercentile earnings in the full sample. Column 3 in panel B shows that opportunity costs are essentially of that same magnitude for individuals with low-educated parents, thus suggesting that differences in (short-run monetary) opportunity costs are unlikely to explain the differences

[^15]in enrollment effects.
Ideally, we would like to estimate the opportunity costs for high-SES individuals, too. However, given that enrollment effects are close to zero for this group, we lack a first stage, and hence the IV estimates in column 3 of panel C are not informative.

## A2.2 Returns

Next, we explore the returns to college, as well as the returns to college quality. We employ a selection-on-observables strategy similar to Dale and Krueger (2002), who estimate the return to college quality by comparing students who applied to and were admitted by the same colleges. ${ }^{28}$

While we do not have data on applications, we proxy admission opportunities by a full set of interactions of high school GPA ventiles and normalized SAT scores (including a separate category for missing SAT scores), motivated by our institutional setting as described in Section 2.2. We thus compare students who had access to the same college programs. Baseline controls include dummies for female, immigrant, cohort by graduation year interactions, as well as parental education. We use the compulsory school GPA to assess to what extent this approach succeeds in reducing bias. Our sample includes Swedish residents born between 1972-1983, and earnings are measured in 2013.

Column (1) of Table A9 shows that conditional on baseline controls, individuals who graduated college have an about one standard deviation higher compulsory school GPA, and this difference increases by an additional one fourth (and another one tenth) of a standard deviation for those who graduated from a top 10 (top 5) institution (panel A). These differences are similar in the low- and high-SES samples (panels B and C). Controlling for admission opportunities reduces the selection in terms of compulsory school GPA by more than 50 percent in each case, and the reduction is especially large when it comes to differences by college quality (column (2)). Nonetheless, some selection appears to remain, so we report earnings regressions that control for the compulsory GPA, as well.

Column (4) of Table A9 suggests that graduating from college yields a large earnings return of about 30 percent of mean earnings, and an additional ten percent of mean earnings for graduating from a top 10 institution; there appears to be no additional return to graduating from a top 5 college (panel A). High-SES individuals appear to have larger (smaller) returns in the case of any college and top 10 institutions (top 5) than low-SES individuals, as shown in panels B and C. Controlling for the compulsory school GPA reduces these estimates slightly (column (5)). Results for earnings rank are qualitatively similar (columns (7) and (8)).

[^16]
## A3 Appendix figures and tables



Notes: A cutoff score of zero indicates that the program was undersubscribed. Most of our results focus on the thresholds to the right of the vertical lines.

Figure A1: Distribution of SAT cutoffs across programs from 1999 fall admissions




Figure A2: The incidence, frequency, and timing of taking the SAT

## Pr(repeat)



Effect on maximum score


Notes: The estimated effects of crossing the indicated threshold on repeating the test and on the maximum life-time score are displayed together with 95 -percent confidence intervals. Effects are estimated by RD, implemented via local linear regressions with a bandwidth of three raw marks on each side. Only first tests are included. The top right panel shows the means of repeating by normalized score.

Figure A3: The effects of a higher score on the probability of repeating and on the maximum life-time score


Notes: In the panels titled 'Treatment effects', point estimates (solid) and cluster-robust 95-percent confidence intervals (dashed) from estimating (2) are plotted against years since taking the test. In the panels titled 'Means', means of the dependent variable within the estimation sample are plotted against years since taking the test. Regressions include indicators for female, foreign born, the test date, and a full set of age-at-test dummies. Results from the full and locally low GPA samples are shown in blue and magenta, respectively.

Figure A4: The effects of a higher score on type of enrollment and cumulative enrollment


Notes: In the panels titled 'Treatment effects', point estimates (solid) and cluster-robust 95-percent confidence intervals (dashed) from estimating (2) are plotted against years since taking the test. In the panels titled 'Means', means of the dependent variable within the estimation sample are plotted against years since taking the test. Regressions include indicators for female, foreign born, the test date, and a full set of age-at-test dummies. Results from the full and locally low GPA samples are shown in blue and magenta, respectively.

Figure A5: The effects of a higher score on enrollment, credits, and graduation

Pr(enrolled)

$\operatorname{Pr}($ at least six terms worth of credit attained)





Notes: Point estimates (solid) and cluster-robust 95-percent confidence intervals (dashed) from estimating (2) are plotted against years since taking the test. Regressions include indicators for female, foreign born, the test date, and a full set of age-at-test dummies. Results from the full and locally low GPA samples are shown in blue and magenta, respectively.

Figure A6: The effects of a higher score on enrollment, graduation, and credits-robustness checks


Notes: Point estimates (solid) and cluster-robust 95-percent confidence intervals (dashed) from estimating (1) are plotted against years since taking the test. Regressions include indicators for female, foreign born, the test date, and a full set of age-at-test dummies. Results from the full and locally low GPA samples are shown in blue and magenta, respectively.

Figure A7: The effects of a higher score on enrollment, by threshold

## $\operatorname{Pr}$ (graduated)



Notes: Point estimates (solid) and cluster-robust 95-percent confidence intervals (dashed) from estimating (1) are plotted against years since taking the test. Regressions include indicators for female, foreign born, the test date, and a full set of age-at-test dummies. Results from the full and locally low GPA samples are shown in blue and magenta, respectively.

Figure A8: The effects of a higher score on graduation, by threshold


Notes: Point estimates (solid) and cluster-robust 95-percent confidence intervals (dashed) from estimating (1) are plotted against years since taking the test. Regressions include indicators for female, foreign born, the test date, and a full set of age-at-test dummies. Results from the full and locally low GPA samples are shown in blue and magenta, respectively.

Figure A9: The effects of a higher score on the probability of having sufficient credits, by threshold

## $\operatorname{Pr}($ enrolled)



Notes: In the panels titled 'Treatment effects', point estimates (solid) and cluster-robust 95-percent confidence intervals (dashed) from estimating (2) are plotted against years since taking the test. In the panels titled 'Means', means of the dependent variable within the estimation sample are plotted against years since taking the test. Regressions include indicators for female, foreign born, the test date, and a full set of age-at-test dummies. Results from the full and locally low GPA samples are shown in blue and magenta, respectively. Normalized annual salary income refers to nominal labor income during the relevant year, divided by the full-time-full-year nominal earnings of a worker at the tenth percentile of the wage distribution in that year.

Figure A10: The effects of a higher score on enrollment and income
$\operatorname{Pr}($ repeat $)$
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Figure A11: Repeated test taking and improvements in maximum life-time scores

Table A1: SAT and GPA cutoffs from 1999 fall admissions

| College | Program | SAT cutoff | GPA cutoff |
| :--- | :--- | :---: | :---: |
| Linköping University | Medicine | 20 | 2.4 |
| Karolinska Institute | Medicine | 20 | 2.4 |
| Linköping University | Industrial Engineering | 20 | 2.3 |
| Uppsala University | Medicine | 20 | 2.3 |
| University of Gothenburg | Medicine | 20 | 2.3 |
| Lund University | Medicine | 20 | 2.3 |
| Karolinska Institute | Speech-Language Pathology | 20 | 2.3 |
| University of Gothenburg | European Studies | 20 | 2.2 |
| University of Gothenburg | Psychology | 20 | 2.2 |
| Swedish University of Agricultural Sciences | Veterinary Medicine | 19 | 2.2 |
| Stockholm School of Economics | Economics \& Business | 19 | 2.2 |
| Royal Institute of Technology | Industrial Engineering | 19 | 2.0 |
| Royal Institute of Technology | Architecture | 19 | 1.9 |
| Royal Institute of Technology | Engineering Physics | 18 | 2.0 |
| Royal Institute of Technology | Computer Engineering | 18 | 1.6 |
| Stockholm University | Information Systems | 18 | 1.4 |
| University of Gothenburg | Information Systems | 18 | 1.4 |
| University of Gothenburg | Law | 17 | 1.8 |
| Stockholm University | Economics \& Business | 17 | 1.6 |
| Stockholm University | Law | 17 | 1.5 |
| Chalmers University of Technology | Computer Engineering | 17 | 1.4 |
| Uppsala University | Economics \& Business | 16 | 1.7 |
| Lund University | Law | 16 | 1.6 |
| Lund University | Economics \& Business | 16 | 1.5 |
| Royal Institute of Technology | Electrical Engineering | 16 | 1.1 |
| Uppsala University | Law | 15 | 1.5 |
| University of Gothenburg | Social Services | 15 |  |
| Linköping University | Economics \& Business | 15 | 15 |
| Chalmers University of Technology | Electrical Engineering | 15 | 1.2 |
| Stockholm University | Multimedia Pedagogy | 1.0 |  |
| Umeå University | Economics \& Business | 14 | 1.2 |
| Lund University | Electrical Engineering | 14 | 1.0 |
| Royal Institute of Technology | Mechanical Engineering | 14 | 0.8 |
|  |  | 0.7 |  |

Notes: 'SAT cutoff' is the lowest SAT score among the students admitted via the SAT quota, and 'GPA cutoff' is the lowest high school GPA (standardized by the mean and standard deviation of the 1999 high school cohort) among the students admitted via the GPA quota. For values of the SAT cutoff below 20, only the four largest programs (in terms of total number of students admitted) are listed for each cutoff, to save space. The data on cutoffs were obtained from https://www.uhr.se/studier-och-antagning/Antagningsstatistik/ Tidigare-terminer/Antagningsstatistik-urval-2-ar-2010-och-tidigare/ on 16 Feb 2018.
Table A2: Predictors of ever taking the SAT

|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Female | $\begin{gathered} 0.048 \\ (0.00039) \end{gathered}$ | $\begin{gathered} 0.062 \\ (0.00071) \end{gathered}$ | $\begin{gathered} \hline 0.064 \\ (0.00070) \end{gathered}$ | $\begin{gathered} 0.063 \\ (0.00071) \end{gathered}$ | $\begin{gathered} \hline-0.0084 \\ (0.00068) \end{gathered}$ | $\begin{gathered} 0.021 \\ (0.00071) \end{gathered}$ | $\begin{gathered} \hline-0.0071 \\ (0.00068) \end{gathered}$ | $\begin{gathered} 0.0020 \\ (0.00068) \end{gathered}$ |
| Foreign born | $\begin{gathered} -0.22 \\ (0.00038) \end{gathered}$ | $\begin{gathered} -0.051 \\ (0.0016) \end{gathered}$ | $\begin{gathered} -0.042 \\ (0.0016) \end{gathered}$ | $\begin{gathered} -0.056 \\ (0.0016) \end{gathered}$ | $\begin{gathered} -0.0070 \\ (0.0015) \end{gathered}$ | $\begin{gathered} -0.012 \\ (0.0016) \end{gathered}$ | $\begin{gathered} -0.0096 \\ (0.0015) \end{gathered}$ | $\begin{gathered} -0.013 \\ (0.0015) \end{gathered}$ |
| Parents at most high school |  |  | $\begin{gathered} -0.20 \\ (0.00071) \end{gathered}$ |  |  |  |  | $\begin{gathered} -0.092 \\ (0.00076) \end{gathered}$ |
| Both parents hold college degree |  |  |  | $\begin{gathered} 0.24 \\ (0.0013) \end{gathered}$ |  |  |  | $\begin{gathered} 0.059 \\ (0.0013) \end{gathered}$ |
| CSGPA (z-score) |  |  |  |  | $\begin{gathered} 0.20 \\ (0.00037) \end{gathered}$ |  | $\begin{gathered} 0.21 \\ (0.00054) \end{gathered}$ | $\begin{gathered} 0.20 \\ (0.00055) \end{gathered}$ |
| HSGPA ( $z$-score) |  |  |  |  |  | $\begin{gathered} 0.11 \\ (0.00034) \end{gathered}$ | $\begin{gathered} -0.015 \\ (0.00047) \end{gathered}$ | $\begin{gathered} -0.021 \\ (0.00047) \end{gathered}$ |
| Restricted sample |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| R -squared | 0.12 | 0.14 | 0.18 | 0.16 | 0.27 | 0.19 | 0.27 | 0.28 |
| Obs | 3,870,140 | 1,539,617 | 1,539,617 | 1,539,617 | 1,539,617 | 1,539,617 | 1,539,617 | 1,539,617 |

Notes: Results from OLS regressions are shown. The dependent variable is an indicator for ever having taken the test. All regressions control for year-of-birth fixed effects. Samples include all individuals born between 1963 and 1990. The restricted sample consists of individuals whose compulsory school GPA, high school GPA, and parents' education are observed. Robust standard errors in parentheses.

Table A3: Predictors of repeating the SAT

|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Female | -0.032 | -0.027 | -0.032 | -0.024 | 0.010 |
|  | $(0.0014)$ | $(0.0014)$ | $(0.0015)$ | $(0.0015)$ | $(0.0015)$ |
| Foreign born | -0.064 | -0.061 | -0.069 | -0.070 | -0.031 |
|  | $(0.0035)$ | $(0.0035)$ | $(0.0035)$ | $(0.0035)$ | $(0.0035)$ |
| Parents at most high school |  | -0.048 |  | -0.049 | -0.036 |
|  |  | $(0.0016)$ |  | $(0.0016)$ | $(0.0016)$ |
| Both parents hold college degree |  | 0.056 |  | 0.063 | 0.056 |
|  |  | $(0.0023)$ |  | $(0.0023)$ | $(0.0023)$ |
| CSGPA (z-score) |  |  | 0.063 | 0.055 | 0.018 |
|  |  |  | $(0.0014)$ | $(0.0014)$ | $(0.0015)$ |
| HSGPA ( $z$-score) |  | -0.054 | -0.059 | -0.075 |  |
|  |  |  | $(0.0011)$ | $(0.0011)$ | $(0.0011)$ |
| Score fixed effects | 0.13 | 0.13 | 0.13 | 0.14 | 0 |
| R-squared | 419,368 | 419,368 | 419,368 | 419,368 | 419,368 |
| Obs |  |  |  |  |  |

Notes: Results from OLS regressions are shown. The dependent variable is an indicator for repeating the test at least once within five years of the first test. The sample includes only first tests. All regressions control for date-of-test and cohort dummies. Robust standard errors in parentheses.

Table A4: Predictors of performance in the SAT

|  | (1) | (2) | (3) | (4) | (5) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Female | $\begin{gathered} \hline-1.54 \\ (0.015) \end{gathered}$ | $\begin{gathered} \hline-2.17 \\ (0.012) \end{gathered}$ | $\begin{gathered} \hline-1.46 \\ (0.014) \end{gathered}$ | $\begin{gathered} \hline-2.17 \\ (0.012) \end{gathered}$ |  |
| Foreign born | $\begin{gathered} -2.49 \\ (0.041) \end{gathered}$ | $\begin{gathered} -1.77 \\ (0.033) \end{gathered}$ | $\begin{gathered} -2.35 \\ (0.038) \end{gathered}$ | $\begin{gathered} -1.66 \\ (0.031) \end{gathered}$ |  |
| Parents at most high school |  | $\begin{gathered} -0.88 \\ (0.013) \end{gathered}$ |  | $\begin{gathered} -0.80 \\ (0.013) \end{gathered}$ |  |
| Both parents hold college degree |  | $\begin{gathered} 1.03 \\ (0.019) \end{gathered}$ |  | $\begin{gathered} 0.90 \\ (0.018) \end{gathered}$ |  |
| CSGPA (z-score) |  | $\begin{gathered} 2.17 \\ (0.012) \end{gathered}$ |  | $\begin{gathered} 2.19 \\ (0.012) \end{gathered}$ |  |
| HSGPA (z-score) |  | $\begin{gathered} 1.11 \\ (0.010) \end{gathered}$ |  | $\begin{gathered} 1.31 \\ (0.0098) \end{gathered}$ |  |
| First time |  |  | $\begin{gathered} -2.80 \\ (0.0093) \end{gathered}$ | $\begin{gathered} -1.86 \\ (0.0082) \end{gathered}$ | $\begin{gathered} -0.66 \\ (0.0081) \end{gathered}$ |
| Age at test |  |  | $\begin{gathered} -0.024 \\ (0.0028) \end{gathered}$ | $\begin{gathered} 0.36 \\ (0.0024) \end{gathered}$ | $\begin{gathered} 0.57 \\ (0.0031) \end{gathered}$ |
| Individual fixed effects |  |  |  |  | $\checkmark$ |
| R -squared | 0.04 | 0.32 | 0.13 | 0.40 | 0.94 |
| Obs | 880,018 | 880,018 | 880,018 | 880,018 | 880,018 |

Notes: Results from OLS regressions are shown. The dependent variable is the normalized SAT score ranging from 0 to 20 in integer steps. One step corresponds to about one third of a standard deviation. All regressions control for cohort dummies. Standard errors, clustered by individual, in parentheses.

Table A5: Effects on enrollment and graduation by various GPA groupings

|  | (1) <br> Enrolled | (2) Sufficient credits | (3) Degree |
| :---: | :---: | :---: | :---: |
| A. Full sample |  |  |  |
| All | $\begin{gathered} 1.89 \\ (0.40) \end{gathered}$ | $\begin{gathered} 1.16 \\ (0.44) \end{gathered}$ | $\begin{gathered} 1.21 \\ (0.51) \end{gathered}$ |
| Mean of dep. var. | 68.0 | 75.1 | 60.5 |
| Observations (person-test) | 120,808 | 84,646 | 84,646 |
| B. HSGPA non-missing |  |  |  |
| All | $\begin{gathered} 1.97 \\ (0.41) \end{gathered}$ | $\begin{gathered} 1.15 \\ (0.45) \end{gathered}$ | $\begin{gathered} 1.39 \\ (0.53) \end{gathered}$ |
| Mean of dep. var. | 69.0 | 76.3 | 61.8 |
| Observations (person-test) | 109,094 | 77,338 | 77,338 |
| HSGPA below local median | $\begin{gathered} 2.91 \\ (0.59) \end{gathered}$ | $\begin{gathered} 2.15 \\ (0.70) \end{gathered}$ | $\begin{gathered} 2.92 \\ (0.77) \end{gathered}$ |
| Mean of dep. var. | 66.0 | 68.6 | 50.6 |
| Observations (person-test) | 59,797 | 42,722 | 42,722 |
| HSGPA above local median | $\begin{gathered} 1.08 \\ (0.56) \end{gathered}$ | $\begin{gathered} 0.31 \\ (0.54) \end{gathered}$ | $\begin{gathered} 0.16 \\ (0.69) \end{gathered}$ |
| Mean of dep. var. | 72.0 | 84.4 | 73.5 |
| Observations (person-test) | 55,581 | 38,970 | 38,970 |
| C. HSGPA \& CSGPA non-missing |  |  |  |
| All | $\begin{gathered} 1.96 \\ (0.43) \end{gathered}$ | $\begin{gathered} 0.89 \\ (0.47) \end{gathered}$ | $\begin{gathered} 1.06 \\ (0.57) \end{gathered}$ |
| Mean of dep. var. | 70.3 | 80.2 | 63.9 |
| Observations (person-test) | 93,456 | 62,356 | 62,356 |
| HSGPA below local median | $\begin{gathered} 3.21 \\ (0.64) \end{gathered}$ | $\begin{gathered} 2.14 \\ (0.76) \end{gathered}$ | $\begin{gathered} 2.75 \\ (0.86) \end{gathered}$ |
| Mean of dep. var. | 67.5 | 72.9 | 51.8 |
| Observations (person-test) | 48,456 | 31,746 | 31,746 |
| HSGPA above local median | 0.91 | 0.018 | -0.012 |
|  | (0.58) | (0.54) | (0.71) |
| Mean of dep. var. | 72.8 | 86.9 | 74.9 |
| Observations (person-test) | 50,698 | 34,421 | 34,421 |
| CSGPA below local median | 2.15 | 0.90 | 1.32 |
|  | (0.63) | (0.72) | (0.84) |
| Mean of dep. var. | 68.6 | 75.0 | 55.0 |
| Observations (person-test) | 48,866 | 32,938 | 32,938 |
| CSGPA above local median | 1.82 | 0.96 | 0.94 |
|  |  |  | (0.74) |
| Mean of dep. var. | 71.9 | 85.4 | 72.8 |
| Observations (person-test) | 49,642 | 32,805 | 32,805 |

Notes: Results from estimating (2) are reported. The unit of observation is person-test-threshold. Samples are restricted to individuals whose GPA is below the local median. Regressions include indicators for female, foreign born, the test date, and a full set of age-at-test dummies. Coefficients, standard errors, and means have been multiplied by 100. Standard errors, clustered by individual, in parentheses.
Table A6: The effects of a higher SAT score on enrollment and graduation-re-weighted by threshold

|  | Two years after test |  | Twelve years after test |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) <br> Enrolled | (2) <br> Cumulative credits | (3) <br> Cumulative credits | (4) Sufficient credits | (5) Degree |
| A. All (parental education observed) |  |  |  |  |  |
| Above cutoff | $\begin{gathered} 2.91 \\ (0.60) \end{gathered}$ | $\begin{gathered} 0.19 \\ (0.026) \end{gathered}$ | $\begin{gathered} 0.10 \\ (0.062) \end{gathered}$ | $\begin{gathered} 2.12 \\ (0.70) \end{gathered}$ | $\begin{gathered} 2.85 \\ (0.77) \end{gathered}$ |
| Mean of dep. var. <br> Obs. (total—person-exam—person) | $\begin{aligned} & 66.1 \\ & 126,54 \end{aligned}$ | $\begin{gathered} 2.6 \\ -93,964-59,352 \end{gathered}$ | $\begin{array}{cc} 7.5 \\ & 87,689 \end{array}$ | $\begin{gathered} 68.6 \\ -63,953-42,402 \end{gathered}$ | 50.6 |
| B. Parents at most high school educated |  |  |  |  |  |
| Above cutoff | $\begin{gathered} 4.37 \\ (1.03) \end{gathered}$ | $\begin{gathered} 0.20 \\ (0.045) \end{gathered}$ | $\begin{gathered} 0.29 \\ (0.10) \end{gathered}$ | $\begin{gathered} 4.05 \\ (1.18) \end{gathered}$ | $\begin{gathered} 3.44 \\ (1.24) \end{gathered}$ |
| Mean of dep. var. <br> Obs. (total—person-exam—person) | $\begin{aligned} & 63.4 \\ & 44,86 \end{aligned}$ | $\begin{gathered} 2.5 \\ -33,231-22,908 \end{gathered}$ | $6.8 \quad 33,480$ | $\begin{gathered} 63.6 \\ -24,438-17,459 \end{gathered}$ | 47.6 |
| C. Both parents hold college degree |  |  |  |  |  |
| Above cutoff | $\begin{gathered} 1.48 \\ (1.30) \end{gathered}$ | $\begin{gathered} 0.12 \\ (0.055) \end{gathered}$ | $\begin{gathered} -0.21 \\ (0.14) \end{gathered}$ | $\begin{gathered} 0.37 \\ (1.49) \end{gathered}$ | $\begin{gathered} 1.83 \\ (1.76) \end{gathered}$ |
| Mean of dep. var. <br> Obs. (total—person-exam—person) | $\begin{aligned} & 69.2 \\ & 26,102 \end{aligned}$ | $\begin{gathered} 2.7 \\ -19,334-10,689 \end{gathered}$ | $8.517,100$ | $\begin{gathered} 76.4 \\ -12,433-7,299 \end{gathered}$ | 55.9 |
| Difference between $B . \& C$. $p$-value of difference | $\begin{aligned} & 2.89 \\ & 0.08 \end{aligned}$ | $\begin{aligned} & 0.09 \\ & 0.22 \end{aligned}$ | $\begin{aligned} & 0.50 \\ & 0.00 \end{aligned}$ | $\begin{aligned} & 3.68 \\ & 0.05 \end{aligned}$ | $\begin{aligned} & 1.60 \\ & 0.46 \end{aligned}$ |

Notes: Results from the same specifications as in Table 2 are shown, except that the samples in panels B and C have been re-weighted such that the distribution of observations across thresholds is the same as that in the full sample (which the results in panel A are from). See also the notes to Table 2.
Table A7: Effects on enrollment and graduation by institution and field-re-weighted by threshold

|  | Two years after test: enrollment |  |  |  | Twelve years after test: degree |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} (1) \\ \text { Top } 5 \end{gathered}$ | $\begin{gathered} (2) \\ \text { Top } 10 \end{gathered}$ | (3) <br> Not top 10 | (4) <br> Law/medicine | (5) <br> Top 5 | $\begin{gathered} (6) \\ \text { Top } 10 \end{gathered}$ | (7) <br> Not top 10 | (8) <br> Law/medicine |
| A. All (parental education observed) |  |  |  |  |  |  |  |  |
| Above cutoff | $\begin{gathered} 1.42 \\ (0.46) \end{gathered}$ | $\begin{gathered} 3.34 \\ (0.60) \end{gathered}$ | $\begin{gathered} -0.44 \\ (0.59) \end{gathered}$ | $\begin{gathered} 1.30 \\ (0.34) \end{gathered}$ | $\begin{gathered} 0.56 \\ (0.57) \end{gathered}$ | $\begin{gathered} 2.70 \\ (0.74) \end{gathered}$ | $\begin{gathered} 0.15 \\ (0.55) \end{gathered}$ | $\begin{gathered} 0.61 \\ (0.41) \end{gathered}$ |
| Mean of dep. var. <br> Obs. (total—person-exam—person) | 15.7 | $\begin{aligned} & 34.2 \\ & 126,54 \end{aligned}$ | $\begin{gathered} 31.9 \\ -93,964 \end{gathered}$ | $9,352^{7.9}$ | 16.8 | $\begin{aligned} & 35.7 \\ & 87,68 \end{aligned}$ | $\begin{array}{r} 15.0 \\ -63,953- \end{array}$ | $2,402^{7.8}$ |
| B. Parents at most high school educated |  |  |  |  |  |  |  |  |
| Above cutoff | $\begin{gathered} 0.19 \\ (0.72) \end{gathered}$ | $\begin{gathered} 1.75 \\ (0.98) \end{gathered}$ | $\begin{gathered} 2.62 \\ (1.01) \end{gathered}$ | $\begin{gathered} 0.31 \\ (0.52) \end{gathered}$ | $\begin{gathered} 0.21 \\ (0.87) \end{gathered}$ | $\begin{gathered} 2.51 \\ (1.15) \end{gathered}$ | $\begin{gathered} 0.93 \\ (0.93) \end{gathered}$ | $\begin{gathered} 0.28 \\ (0.60) \end{gathered}$ |
| Mean of dep. var. <br> Obs. (total—person-exam—person) | 12.3 | $\begin{aligned} & 29.2 \\ & 44,86 \end{aligned}$ | $\begin{gathered} 34.2 \\ -33,231-2 \end{gathered}$ | $2,908{ }^{5.9}$ | 13.4 | $\begin{aligned} & 30.1 \\ & 33,480 \end{aligned}$ | $\begin{gathered} 17.5 \\ -24,438 — 1 \end{gathered}$ | $7,459{ }^{5.8}$ |
| C. Both parents hold college degree |  |  |  |  |  |  |  |  |
| Above cutoff | $\begin{gathered} 1.71 \\ (1.10) \end{gathered}$ | $\begin{gathered} 3.65 \\ (1.37) \end{gathered}$ | $\begin{gathered} -2.17 \\ (1.31) \end{gathered}$ | $\begin{gathered} 1.82 \\ (0.82) \end{gathered}$ | $\begin{gathered} -0.17 \\ (1.45) \end{gathered}$ | $\begin{gathered} 1.51 \\ (1.75) \end{gathered}$ | $\begin{gathered} 0.32 \\ (1.16) \end{gathered}$ | $\begin{gathered} 0.0041 \\ (1.10) \end{gathered}$ |
| Mean of dep. var. <br> Obs. (total—person-exam—person) | 26,102-19,334-10,689 |  |  | $, 689^{11.0}$ | 23.3 | 44.6 17,100 | $\begin{gathered} 11.3 \\ -12,433 \end{gathered}$ | ${ }^{299} 12.1$ |
| Difference between $B . \& C$. $p$-value of difference | $\begin{gathered} -1.52 \\ 0.25 \end{gathered}$ | $\begin{gathered} -1.90 \\ 0.26 \end{gathered}$ | $\begin{aligned} & 4.79 \\ & 0.00 \end{aligned}$ | $\begin{gathered} -1.52 \\ 0.12 \end{gathered}$ | $\begin{aligned} & 0.37 \\ & 0.83 \end{aligned}$ | $\begin{aligned} & 0.99 \\ & 0.63 \end{aligned}$ | $\begin{aligned} & 0.61 \\ & 0.68 \end{aligned}$ | $\begin{aligned} & 0.28 \\ & 0.82 \end{aligned}$ |

[^17] observations across thresholds is the same as that in the full sample (which the results in panel A are from). See also the notes to Table 3.

Table A8: The opportunity cost of college


Notes: Samples are restricted to individuals whose GPA is below the local median, and to observations two years after the test. Enrollment equals one (one-half, zero) if the individual is enrolled both terms (only one, none) in the year coming two years after the test. Income refers to nominal labor income over the year coming two years after the test, divided by the full-time-full-year nominal earnings of a worker at the tenth percentile of the wage distribution in that year. Results in columns (1)-(2) refer to the coefficient on the indicator for being above the cutoff form estimating (2). Results in column (3) are from instrumental variable regressions where enrollment is instrumented by the indicator for being above the cutoff, and the running variable is controlled for as in (2). The unit of observation is person-test-threshold. Regressions include indicators for female, foreign born, the test date, and a full set of age-at-test dummies. Standard errors, clustered by individual, in parentheses.
Table A9: The returns to college quality

|  | Compulsory school GPA |  | Earnings (SEK'000) |  |  | Earnings rank |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
| A. All |  |  |  |  |  |  |  |  |
| Graduated: any | $\begin{gathered} 0.94 \\ (0.012) \end{gathered}$ | $\begin{gathered} 0.41 \\ (0.0100) \end{gathered}$ | $\begin{aligned} & 102.7 \\ & (2.15) \end{aligned}$ | $\begin{gathered} 78.3 \\ (2.14) \end{gathered}$ | $\begin{gathered} 68.8 \\ (2.13) \end{gathered}$ | $\begin{gathered} 17.0 \\ (0.34) \end{gathered}$ | $\begin{gathered} 13.6 \\ (0.34) \end{gathered}$ | $\begin{gathered} 12.2 \\ (0.34) \end{gathered}$ |
| Graduated: top 10 | $\begin{gathered} 0.26 \\ (0.0030) \end{gathered}$ | $\begin{gathered} 0.059 \\ (0.0024) \end{gathered}$ | $\begin{gathered} 37.8 \\ (0.79) \end{gathered}$ | $\begin{gathered} 27.9 \\ (0.80) \end{gathered}$ | $\begin{gathered} 26.5 \\ (0.80) \end{gathered}$ | $\begin{gathered} 3.57 \\ (0.10) \end{gathered}$ | $\begin{gathered} 2.63 \\ (0.11) \end{gathered}$ | $\begin{gathered} 2.43 \\ (0.11) \end{gathered}$ |
| Graduated: top 5 | $\begin{gathered} 0.085 \\ (0.0035) \end{gathered}$ | $\begin{gathered} 0.031 \\ (0.0027) \end{gathered}$ | $\begin{gathered} 4.11 \\ (1.00) \end{gathered}$ | $\begin{gathered} 0.72 \\ (0.99) \end{gathered}$ | $\begin{gathered} 0.0045 \\ (0.99) \end{gathered}$ | $\begin{gathered} 0.51 \\ (0.13) \end{gathered}$ | $\begin{gathered} 0.21 \\ (0.13) \end{gathered}$ | $\begin{gathered} 0.11 \\ (0.13) \end{gathered}$ |
| B. Parents at most high school |  |  |  |  |  |  |  |  |
| Graduated: any | $\begin{gathered} 1.06 \\ (0.014) \end{gathered}$ | $\begin{gathered} 0.47 \\ (0.012) \end{gathered}$ | $\begin{aligned} & 104.5 \\ & (2.44) \end{aligned}$ | $\begin{gathered} 77.4 \\ (2.44) \end{gathered}$ | $\begin{gathered} 66.1 \\ (2.43) \end{gathered}$ | $\begin{gathered} 17.4 \\ (0.39) \end{gathered}$ | $\begin{gathered} 13.4 \\ (0.39) \end{gathered}$ | $\begin{gathered} 11.7 \\ (0.39) \end{gathered}$ |
| Graduated: top 10 | $\begin{gathered} 0.27 \\ (0.0046) \end{gathered}$ | $\begin{gathered} 0.077 \\ (0.0039) \end{gathered}$ | $\begin{gathered} 31.4 \\ (1.14) \end{gathered}$ | $\begin{gathered} 22.5 \\ (1.14) \end{gathered}$ | $\begin{gathered} 20.6 \\ (1.14) \end{gathered}$ | $\begin{gathered} 2.87 \\ (0.15) \end{gathered}$ | $\begin{gathered} 1.92 \\ (0.16) \end{gathered}$ | $\begin{gathered} 1.64 \\ (0.15) \end{gathered}$ |
| Graduated: top 5 | $\begin{gathered} 0.097 \\ (0.0061) \end{gathered}$ | $\begin{gathered} 0.039 \\ (0.0049) \end{gathered}$ | $\begin{gathered} 6.85 \\ (1.58) \end{gathered}$ | $\begin{gathered} 3.75 \\ (1.56) \end{gathered}$ | $\begin{gathered} 2.83 \\ (1.55) \end{gathered}$ | $\begin{gathered} 0.76 \\ (0.21) \end{gathered}$ | $\begin{gathered} 0.44 \\ (0.21) \end{gathered}$ | $\begin{gathered} 0.30 \\ (0.21) \end{gathered}$ |
| C. Parents at least college |  |  |  |  |  |  |  |  |
| Graduated: any | $\begin{gathered} 0.69 \\ (0.059) \end{gathered}$ | $\begin{gathered} 0.29 \\ (0.051) \end{gathered}$ | $\begin{aligned} & 106.7 \\ & (14.6) \end{aligned}$ | $\begin{gathered} 84.1 \\ (14.4) \end{gathered}$ | $\begin{gathered} 78.8 \\ (14.3) \end{gathered}$ | $\begin{gathered} 18.1 \\ (2.11) \end{gathered}$ | $\begin{gathered} 15.6 \\ (2.08) \end{gathered}$ | $\begin{gathered} 14.9 \\ (2.07) \end{gathered}$ |
| Graduated: top 10 | $\begin{gathered} 0.29 \\ (0.0081) \end{gathered}$ | $\begin{gathered} 0.040 \\ (0.0062) \end{gathered}$ | $\begin{gathered} 45.9 \\ (2.44) \end{gathered}$ | $\begin{gathered} 32.6 \\ (2.48) \end{gathered}$ | $\begin{gathered} 31.8 \\ (2.48) \end{gathered}$ | $\begin{gathered} 4.97 \\ (0.31) \end{gathered}$ | $\begin{gathered} 3.74 \\ (0.32) \end{gathered}$ | $\begin{gathered} 3.65 \\ (0.32) \end{gathered}$ |
| Graduated: top 5 | $\begin{gathered} 0.097 \\ (0.0074) \end{gathered}$ | $\begin{gathered} 0.033 \\ (0.0055) \end{gathered}$ | $\begin{gathered} 1.29 \\ (2.40) \end{gathered}$ | $\begin{gathered} -2.87 \\ (2.38) \end{gathered}$ | $\begin{aligned} & -3.49 \\ & (2.38) \end{aligned}$ | $\begin{gathered} 0.19 \\ (0.30) \end{gathered}$ | $\begin{gathered} -0.18 \\ (0.30) \end{gathered}$ | $\begin{aligned} & -0.26 \\ & (0.30) \end{aligned}$ |
| Baseline controls | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Admission opportunities |  | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |
| Compulsory school GPA |  |  |  |  | $\checkmark$ |  |  | $\checkmark$ | Notes: Earnings are measured in 2013 (top-coded at 99th percentile; mean: 287). All individuals born 1972-1983 are included. The number of observations is $1,075,747$. Baseline controls include female, cohort by graduation year interactions, immigrant, and parental education dummies. Admission opportunities are controlled for via a full set of HSGPA-ventile-by-SAT-score interactions.

Table A10: The effect of a higher SAT score on repeating and the maximum life-time score

|  | $(1)$ <br> $\operatorname{Pr}($ repeat $)$ | $(2)$ <br> Maximum life-time score |
| :--- | :---: | :---: |
| A. All (parental education observed) |  |  |
| Above cutoff | -0.071 | 0.57 |
|  | $(0.012)$ | $(0.028)$ |
| Mean of dep. var. | 0.44 | 16.3 |
| Obs. (total—person-exam—person) | $27,222 — 20,445-20,445$ |  |
| B. Parents at most high-school educated |  |  |
| Above cutoff | -0.074 | 0.67 |
|  | $(0.018)$ | $(0.040)$ |
| Mean of dep. var. | 0.37 | 16.0 |
| Obs. (total—person-exam—person) | $11,232-8,398-8,398$ |  |
| C. Both parents hold college degree |  |  |
| Above cutoff | -0.087 | 0.51 |
|  | $(0.028)$ | $(0.081)$ |
| Mean of dep. var. | 0.57 | 16.8 |
| Obs. (total—person-exam—person) |  | $4,404-3,303-3,303$ |

Notes: Results from estimating (2) are reported. The unit of observation is person-test-threshold. Samples are restricted to individuals whose GPA is below the local median. Only first tests are included. Regressions include indicators for female, foreign born, the test date, and a full set of age-at-test dummies. Standard errors, clustered by individual, in parentheses.
Table A11: The effects of receiving the top SAT score on enrollment and graduation

|  | Two years after test |  | Twelve years after test |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) <br> Enrolled | (2) <br> Cumulative credits | (3) <br> Cumulative credits | (4) <br> Sufficient credits | (5) Degree |
| A. All (parental education observed) |  |  |  |  |  |
| Above cutoff | $\begin{gathered} 9.44 \\ (2.70) \end{gathered}$ | $\begin{gathered} 0.17 \\ (0.13) \end{gathered}$ | $\begin{aligned} & 0.090 \\ & (0.31) \end{aligned}$ | $\begin{gathered} -1.50 \\ (3.27) \end{gathered}$ | $\begin{gathered} 6.67 \\ (3.65) \end{gathered}$ |
| Mean of dep. var. <br> Obs. (total—person-exam—person) | $\begin{gathered} 68.6 \\ 5,01 \end{gathered}$ | $\begin{gathered} 3.0 \\ -5,011-4,505 \end{gathered}$ | 8.0 3,366 | $\begin{gathered} 67.7 \\ -3,366-3,105 \end{gathered}$ | 56.5 |
| B. Parents at most high school educated |  |  |  |  |  |
| Above cutoff | $\begin{gathered} 11.5 \\ (5.48) \end{gathered}$ | $\begin{aligned} & -0.021 \\ & (0.27) \end{aligned}$ | $\begin{gathered} 0.97 \\ (0.58) \end{gathered}$ | $\begin{gathered} 10.3 \\ (6.33) \end{gathered}$ | $\begin{gathered} 13.4 \\ (6.75) \end{gathered}$ |
| Mean of dep. var. <br> Obs. (total—person-exam—person) | $\begin{gathered} 63.3 \\ 1,35 \end{gathered}$ | $\begin{gathered} 3.0 \\ -1,357-1,256 \end{gathered}$ | 7.3 | $\begin{array}{r} 62.2 \\ -980-921 \end{array}$ | 50.5 |
| C. Both parents hold college degree |  |  |  |  |  |
| Above cutoff | $\begin{gathered} 7.65 \\ (4.84) \end{gathered}$ | $\begin{gathered} 0.36 \\ (0.25) \end{gathered}$ | $\begin{gathered} -0.81 \\ (0.61) \end{gathered}$ | $\begin{gathered} -11.5 \\ (5.62) \end{gathered}$ | $\begin{gathered} -2.47 \\ (6.68) \end{gathered}$ |
| Mean of dep. var. <br> Obs. (total—person-exam—person) | $\begin{aligned} & 72.7 \\ & 1,44 \end{aligned}$ | $\begin{gathered} 3.2 \\ -1,445-1,268 \end{gathered}$ | 8.9 | $\begin{array}{r} 74.8 \\ -930-837 \end{array}$ | 65.2 |
| Difference between $B . \& C$. $p$-value of difference | $\begin{aligned} & 3.81 \\ & 0.60 \end{aligned}$ | $\begin{gathered} -0.38 \\ 0.30 \end{gathered}$ | $\begin{aligned} & 1.78 \\ & 0.03 \end{aligned}$ | $\begin{gathered} 21.85 \\ 0.01 \end{gathered}$ | $\begin{gathered} 15.85 \\ 0.09 \end{gathered}$ |
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[^0]:    ${ }^{1}$ See for instance Manski and Wise (2013), Landerso and Heckman (2017) and Perna (2006).
    ${ }^{2}$ For recent research on the transmission of abilities, see e.g. Grönqvist et al. (2017). On human capital investments and transfers, see e.g. Cameron and Heckman (2001) and Keane and Wolpin (2001). On access to credit, see e.g. Solis (2017) and Lochner and Monge-Naranjo (2012). For further references, see the literature review below.
    ${ }^{3}$ On the academic mismatch of low-SES students, see Hoxby and Avery (2013), Smith et al. (2013), Dillon and Smith (2017) and Howell and Pender (2016). For further references, see the literature review below.
    ${ }^{4}$ Students will not know ex ante which programs they can enter, but they know with certainty that the choice set expands with a higher score. Since past admission thresholds are made publicly available, students in principle have easy access to the information needed to make an overall assessment of the extent of these expanded opportunities.
    ${ }^{5}$ The very few exceptions include creative arts programs where there are specific selection criteria.

[^1]:    ${ }^{6}$ Tests take place every semester and the best test (in the past five years) counts. Students can postpone their studies and retake the test to improve their admission opportunities, but our results show that the crossing of each threshold does have a sizable effect on life-time best scores.

[^2]:    ${ }^{7}$ For completeness, we also explore other mechanisms that may explain heterogeneous effects as suggested by our theoretical model. These include SES differences in opportunity costs, returns, as well as in the incidence of repeating the SAT. Only the latter goes some way in accounting for the heterogeneous effects of higher scores, but at most in a proximate sense.
    ${ }^{8}$ One explanation for the large effects reported in this literature is incomplete development of long-run decision

[^3]:    making capabilities among individuals, see Lavecchia et al. (2016), which suggests an important role for parental involvement, which typically increases with parental education, see Guryan et al. (2008).
    ${ }^{9}$ Other studies in this vein include Hoekstra (2009) and Zimmerman (2014) that estimate the returns to a particular institution in the US., Canaan and Mouganie (forthcoming), Anelli (forthcoming), and Fan et al. (2017) that studies the returns to college in France, Italy, and China, respectively. Other applications include Humlum et al. (2017) that estimate the effect of crossing an admission threshold on the timing of college enrollment and the timing of family formation in Denmark, Zimmerman (2019) who study the returns to elite college acceptance on leadership positions using data from Chile, and Altmejd et al. (2020) that study spillovers from older siblings' college admissions on younger siblings' educational choices using data from Chile, Croatia and Sweden.

[^4]:    ${ }^{10}$ See https://www.csn.se/languages/english.html for details.
    ${ }^{11}$ Other instruments are usually work experience and/or program-specific entry exams, but in most cases schools choose to use GPA for $2 / 3$ of their slots.

[^5]:    ${ }^{12}$ Since many students take the SAT before finishing high school, and since the high school GPA is partly determined by performance on courses in the last year, the high school GPA is not a strictly predetermined outcome.

[^6]:    ${ }^{13}$ Heterogeneity across individuals may be driven by e.g. discount rates, tastes or beliefs.

[^7]:    ${ }^{14} \mathrm{We}$ assume that in case of indifference individuals always choose working over college, and a lower quality college over a higher quality college.

[^8]:    ${ }^{15}$ Suppose that individuals have infinite lives and let the life-time utility of the outside option (not repeating) be denoted by $V^{O}$. Consider repeating as an option for individuals who work as well as those who are already enrolled, so that $V^{O} \in\left\{V^{J}, V_{0}^{C}\right\}$. Let the discount factor be denoted by $\beta$. Suppose that utility flows are constant across periods, except when paying a waiting cost or when switching states. The flow value of the outside option during a single period of waiting can then be written as $(1-\beta) V^{O}$.

    Consider an individual who has not succeeded at the SAT yet (in the sense of achieving the higher score). Let us assume that it is possible to repeat the SAT once, at the beginning of the next period; and that a new enrollment decision can be made immediately after taking the test. Further, we assume that repeating means that a cost $\kappa$ is incurred, reflecting any study that must be undertaken in preparation of the test. The probability of a higher score at the next test is $p$. Thus, individuals decide to retake if and only if

    $$
    (1-\beta) V^{O}-\kappa+\beta\left\{p V_{1}^{C}+(1-p) V^{O}\right\}>V^{O}
    $$

    which can be rewritten, also making concrete the two possible outside options, as

    $$
    \begin{equation*}
    p \beta\left(V_{1}^{C}-V^{J}\right)>\kappa, \quad p \beta\left(V_{1}^{C}-V_{0}^{C}\right)>\kappa . \tag{3}
    \end{equation*}
    $$

    The comparative statics discussed in the text follow directly from (3).
    Regarding heterogeneity, note that if low-SES individuals are of Type II, then they could actually be more likely to repeat the test, since $V_{I I}^{C}\left(q_{1}\right)-V^{J}>V_{I}^{C}\left(q_{1}\right)-V_{I}^{C}\left(q_{0}\right)$. Differences in study costs and discount rates may counteract this, however. If low-SES individuals were of Type III, then based on valuations alone they would be less likely to repeat the test than high-SES individuals since $V_{I I I}^{C}\left(q_{1}\right)-V^{J}<V_{I}^{C}\left(q_{1}\right)-V_{I}^{C}\left(q_{0}\right)$.

[^9]:    ${ }^{16}$ In addition to the extensive margin enrollment effect, there is an intensive margin effect on the choice between 'full programs' and 'stand-alone courses'. In particular, the effect of a higher score on enrolling in a program is slightly higher than the effect on enrollment of any type (which we focus on above). This is explained by the fact that the effect on enrolling in a stand-alone course is negative (though small in magnitude). The results are shown in the top panel of Figure A4.
    ${ }^{17}$ While effects of a higher score on the probability of enrollment must be short-lived due to the temporary nature of enrollment, we might expect a persistent effect on cumulative terms enrolled. However, the bottom panel of Figure A4 shows that the effects on cumulative enrollment as well as the on the cumulative credit value of courses taken eventually fades away. Individuals appear to continuously enroll in college over the course of their careers. However, this enrollment appears to be of temporary nature (for instance, short evening courses), and does not amount to full degrees, since the long-run effects of higher scores on graduation are positive.

[^10]:    ${ }^{18}$ The sample used in Table 2, unlike in Figure 6, is restricted to the students for whom there is information on the education of at least one parent, in order to set a baseline for our analysis of parental background, but this restriction does not affect our results in a meaningful way.
    ${ }^{19}$ To receive a diploma and appear in the graduation register, Swedish students must show that they have satisfied all the program-specific requirements. It is not uncommon for students to find a job even before leaving college, and then not to submit the paperwork necessary to receive the diploma. Therefore, having accumulated sufficient credits is a potentially more accurate measure of 'graduation', and indeed our estimates using information from the graduation register tend to be less precise.
    ${ }^{20}$ The bottom panel of Figure A4 shows the dynamic effects on holding a degree and having sufficient credits for time horizons ranging from one year before the test until twelve years after.

[^11]:    ${ }^{21}$ As discussed in Section 2, first-time takers tend to score lower, and hence are under-represented among the upper thresholds that we focus on. If we condition on being close to one of the upper thresholds for the first time, our results are nearly identical to the main specification (available on request).

[^12]:    ${ }^{22}$ Of the graduation outcomes, only obtaining a degree from a top-10 institution seems to be affected in this group (column 6). The means in Table 3 show that enrolling in lower ranked institution is much more common than graduating from one, perhaps suggesting that these institutions are partly used as stepping stones.

[^13]:    ${ }^{23}$ Unfortunately, we cannot estimate non-monetary aspects of opportunity costs, for example, the value of foregone leisure. For wealthy individuals, the alternative to college may not be working but travelling around the world. We are not able to capture such aspects with our data.
    ${ }^{24}$ Ideally, we would like to estimate the opportunity costs for high-SES individuals, too. However, given that enrollment effects are close to zero for this group, we lack a first stage, and hence the IV estimates are not informative.
    ${ }^{25}$ Our RD strategy is not suitable for estimating the life-time returns to college, given that higher SAT scores have both extensive and intensive margin effects. This is not a concern for the opportunity cost estimates above, since choice of program or field should not affect foregone earnings. We report reduced form estimates for income over different horizons in the appendix, see Figure A10. We lack statistical power to precisely estimate long-term income effects of a higher score.

[^14]:    ${ }^{26}$ For incidence, frequency, and timing of test taking, see Figure A2. See Tables A3 and A4 for results on repeating and performance, respectively.

[^15]:    ${ }^{27}$ Minimum wages in Sweden are not imposed by the state, but are the result of collective agreements between trade unions and employer associations. The lowest agreed wages tend to be near the 10 th percentile, as some workers are not covered by collective agreements.

[^16]:    ${ }^{28}$ Our RD strategy is not suitable for estimating the life-time returns to college, given that higher SAT scores have both extensive and intensive margin effects. This is not a concern for the opportunity cost estimates above, since choice of program or field should not affect foregone earnings. We report reduced form estimates for income over different horizons in the appendix, see Figure A10. We lack statistical power to precisely estimate long-term income effects of a higher score.

[^17]:    Notes: Results from the same specifications as in Table 3 are shown, except that the samples in panels B and C have been re-weighted such that the distribution of

[^18]:    Notes: Results from the same specifications as in Table 2 are shown, except that only the highest threshold is included in the sample. See also the notes to Table 2 .

